
SPECIAL ISSUE

S a  C
A two-part Pee J C e  Scie ce Special Issue series featuring
the latest research into future technologies for modern urban
areas.

A PeerJ Computer Science
Special ssue 

http://peerj.com/computer-science
http://peerj.com/computer-science
http://peerj.com/computer-science
http://peerj.com/computer-science
http://peerj.com/computer-science
http://peerj.com/computer-science
http://peerj.com/computer-science


S a  C
E ab  T c  a d
A ca

A PeerJ Computer Science Conference Collection
in association ith RiTA 2020

Anal i  of he mi ed eaching of college ph ical ed ca ion ba ed on he heal h big da a
and blockchain echnolog  Li  and Li   h d i g ee j c  

Pede rian alking peed moni oring a  ree  cale b  an in fligh  drone  Jia  and Fei 
h d i g ee j c  

De ign and anal i  of managemen  pla form ba ed on financial big da a  Chen e  al
h d i g ee j c  

Machine learning ba ed IoT em for ec re raffic managemen  and acciden  de ec ion in
mar  ci ie  Bala b amanian e  al  h d i g ee j c  

Re earch on fa l  loca ion algori hm of TPSS ba ed on PSOA  Jia 
h d i g ee j c  

A no el re id al block  replace Con   i h Con  and ack more con ol ion  H  e
al  h d i g ee j c  

Predic ing medical de ice fail re  a promi e o red ce heal hcare facili ie  co  hro gh
mar  heal hcare managemen  Rahman e  al  h d i g ee j c  

A a k ched ling algori hm i h deadline con rain  for di rib ed clo d  in mar  ci ie
Zh  Li  and Ga   h d i g ee j c  

H brid comp a ional and real da a ba ed po i ioning of mall cell  in G ne ork  Fe ei a
e  al  h d i g ee j c  

A no el pri ac  pro ec ion me hod of re iden  ra el rajec orie  ba ed on federa ed
blockchain and In erPlane ar  file em  in mar  ci ie  Li  and Wang 
h d i g ee j c  

A remaining ef l life e ima ion me hod ba ed on long hor erm memor  and federa ed
learning for elec ric ehicle  in mar  ci ie  Chen e  al  h d i g ee j c  

G ideline  for a par icipa or  Smar  Ci  model o addre  Ama on  rban en ironmen al
problem  da Sil a  h d i g ee j c  

http://peerj.com/computer-science
https://doi.org/10.7717/peerj-cs.1206
https://doi.org/10.7717/peerj-cs.1226
https://doi.org/10.7717/peerj-cs.1231
https://doi.org/10.7717/peerj-cs.1259
https://doi.org/10.7717/peerj-cs.1213
https://doi.org/10.7717/peerj-cs.1302
https://doi.org/10.7717/peerj-cs.1279
https://doi.org/10.7717/peerj-cs.1346
https://doi.org/10.7717/peerj-cs.1412
https://doi.org/10.7717/peerj-cs.1495
https://doi.org/10.7717/peerj-cs.1652
https://doi.org/10.7717/peerj-cs.1694


S a  C
U ba  P   A c a
I c  a d B  Da a

A PeerJ Computer Science Conference Collection
in association ith RiTA 2020

Abnormal handling mechani m and impro emen  mea re  of op ical DC c rren
ran former in mar  grid en ironmen  Zh  e  al  h d i g ee j c   

S ppl  foreca ing and profiling of rban permarke  chain  ba ed on en or
q an i a ion e ponen ial regre ion for ocial go ernance  Li e  al
h d i g ee j c  

In e iga ing mar  ci  adop ion from he ci i en  in igh  empirical e idence from
he Jordan con e  N i   Al hi ah and Algh n  h d i g ee j c  

De ec ing local comm ni ie  in comple  ne ork ia he op imi a ion of in erac ion
rela ion hip be een node and comm ni  Wang e  al  h d i g ee j
c  

De ign of a poll ion on olog ba ed e en  genera ion frame ork for he d namic
applica ion of raffic re ric ion  R i  de Ga na  Sánche  and R i Inie a
h d i g ee j c  

http://peerj.com/computer-science
https://doi.org/10.7717/peerj-cs.1132
https://doi.org/10.7717/peerj-cs.1138
https://doi.org/10.7717/peerj-cs.1289
https://doi.org/10.7717/peerj-cs.1386
https://doi.org/10.7717/peerj-cs.1386
https://doi.org/10.7717/peerj-cs.1534


Pee J P b i hi g

PeerJ i  a modern and reamlined p bli her  b il  for he in erne  age
O r mi ion i  o gi e re earcher  he p bli hing ool  and er ice  he

an  i h a niq e and e ci ing e perience  All of o r e en jo rnal  are
Gold Open Acce  and are idel  read and ci ed  i h o er 
mon hl  ie  and  con en  aler  b criber  We ha e p bli hed
o er  peer re ie ed ar icle  ince 

High q ali  de elopmen al peer re ie  co pled i h ind r  leading
c omer er ice and an a ard inning bmi ion em  mean  Pee J
C e  Scie ce i  he op imal choice for o r comp er cience
re earch

Impac  Fac or  
Ci e core   

Pee J C e  Scie ce

Scimago Ranking  
SNIP  

http://peerj.com/computer-science


Smart Cities
Enabling Technologies and Applications
Part 1 - Research related to the technologies and applications 
used to generate ne  t pes of data for smarter cities.

Prof. Wenbing Zhao
Cleveland State
University
USA

Prof. Wenbing Zhao s primar  expertise is in the field of dependable
distributed s stem where he has published extensivel  on
blockchain, B antine fault tolerance, intrusion tolerance,
replication, and distributed consensus. His secondar  expertise,
which is also what he find extremel  exciting currentl , is in the field
of smart and connected healthcare with particular interest in
human motion recognition, human computer interface, computer
vision, machine learning, and fu  nference.

“We envisage that many new interesting scientific and engineering
problems will arise when integrating multiple enabling technologies
together for smart cities. On the other hand, designing smart city
applications could also expose areas in the individual enabling
technologies that should be improved.

S c a  I  Ed

http://peerj.com/computer-science
http://peerj.com/computer-science
http://peerj.com/computer-science


Submitted 11 November 2022
Accepted 14 December 2022
Published 20 January 2023

Corresponding author

Cun Li, licun77@outlook.com

Academic editor

Muhammad Asif

Additional Information and

Declarations can be found on

page 12

DOI 10.7717/peerj-cs.1206

Copyright

2023 Liu and Li

Distributed under

Creative Commons CC-BY 4.0

OPEN ACCESS

Analysis of the mixed teaching of college
physical education based on the health
big data and blockchain technology
Shaoqing Liu and Cun Li
Langfang Health Vocational College, Langfang, Hebei, China

ABSTRACT
In the era of health big data, with the continuous development of information tech-
nology, students’ physical health management also relies more on various information
technologies. Blockchain, as an emerging technology in recent years, has the charac-
teristics of high efficiency and intelligence. College physical education is an important
part of college students’ health big data. Unlike cultural classes, physical education
with its rich movements and activities, leaves teachers no time to monitor students’ real
classroom performance. Therefore, we propose a human pose estimationmethod based
on cross-attention-based Transformer multi-scale representation learning to monitor
students’ class concentration. Firstly, the feature maps with different resolution are
obtained by deep convolutional network and these feature maps are transformed into
multi-scale visual markers. Secondly, we propose a cross-attention module with the
multi-scales. Themodule reduces the redundancy of key pointmarkers and the number
of cross fusion operations through multiple interactions between feature markers with
different resolutions and the strategy of moving key points for key point markers.
Finally, the cross-attention fusion module extracts feature information of different
scales from feature tags to form key tags. We can confirm the performance of the cross-
attention module and the fusion module by the experimental results conducting on
MSCOCOdatasets, which can effectively promote the Transformer encoder to learn the
association relationship between key points. Compared with the completive TokenPose
method, our method can reduce the computational cost by 11.8% without reducing
the performance.

Subjects Data Science, Blockchain
Keywords Health big data, Blockchain, Multi-scale cross Attention, Human pose estimation

INTRODUCTION
The big data of college students’ health is intended to solve various problems encountered
in the reality of students’ physical health management, especially the weaknesses in the
storage, circulation, utilization, security and other aspects of physical health test data.
Through the combination of blockchain technology, college sports hybrid teaching has
been realized online, and has become an increasingly important teaching method. It has
been accepted by teachers and students because of its convenience and high efficiency.With
the great progress of health big data and blockchain, the quality of online physical courses
in universities can be guaranteed. In order to better ensure students’ concentration in class
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and improve the education and teaching quality of online physical courses in universities,
a method that can recognize students’ body movements and postures in real time is needed
to supervise the quality and quantity of students’ education. Therefore, we conducted
research on body posture estimation of students in college physical education courses, and
realize real-time supervision by using big data platform and blockchain technology.

In recent years, deep convolutional networks have become an effective tool for learning
contextual semantic features, and a large number of excellent convolutional neural network
architectures for 2D human pose estimation have emerged (Yuanyuan et al., 2015; Sun
et al., 2019; Jing et al., 2022), among which thermographic regression methods (Nie et
al., 2019; Wanyi & Deping, 2022; Bin, Ye & Xiaogang, 2022) are the most prominent.
Recently, due to the good performance of visual Transformer (Xianjun, 2022) in image
recognition, Transformer architecture is introduced into human pose estimation on the
basis of convolutional neural network. For example, Trans-Pose (Yang et al., 2021) and
TokenPose (Li et al., 2021), establish semantic constraints and connections between key
points, and then understand human pose in a global scope, which shows the superior
long-distance relationship modeling ability of Transformer. However, these methods try
to use a large number of Transformer encoders to establish the association between tokens
(Toke-n), which causes learning difficulties to a certain extent (Li et al., 2021). The main
reasons can be attributed to two points: Transformer encoders obtain high-resolution
fusion feature maps from deep convolutional networks, and some features are up-sampled
and fused from low-resolution feature maps (Sun et al., 2019; Wang et al., 2021), resulting
in the loss of spatial semantic information. In addition, the Transformer encoder can
gradually shift from global to local semantic information, but it needs to stack more
encoders, which seriously affects the performance of the model (Li et al., 2021).

To this end, we propose a cross-attention-based human pose estimation method based
on Transformer multi-scale representation learning (CTHPose). The proposed method
use the advantages of the low-resolution semantic information, and associate the highest-
resolution feature tags output by Transformer encoder with other low-resolution feature
maps output by convolutional network in the label space. Firstly, the model uses the deep
convolutional network to predict the heat map of key points, and projects it into the label
space. At the same time, the feature tags with different resolutions are generated. Then, the
proposed cross attention module with multi-scales is used to conduct multiple interactions
between the high- and low-resolution feature markers, so that the low-resolution feature
markers have stronger identifiability. In order to reduce the redundancy of key point
markers and the number of cross-fusion, a mobile key point labeling strategy is adopted.
Finally, the fusion module is used again to extract the information of various resolution
feature tags by key points. In the first section, we introduce the background and significance
of college students’ physical education. In Section 2, we introduce the reference methods
and strategies for the methods presented in this article. We will describe our approach in
detail in Section 3. Our experimental results and conclusions are presented in Sections 4
and 5 respectively.

Our main contributions are as follows:
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1. We propose the cross-attention-based human pose estimation method based on
Transformer to monitor students’ class concentration.

2. We model the multiple interactions between the high- and low-resolution features to
achieve the better features.

3. We achieve the perfect performance of students posing.

RELATED WORK
The key of the proposed model is to use cross-attention Transformer to model the
interaction between multi-scale features, to improve the identifiability of low-resolution
global semantic features and to complete the fusion of multi-scale features. Therefore, this
section introduces several representative research results from the following aspects:

Human pose estimation method based on Transformer
Recently, Transformer (Zhao et al., 2022) andits variants (Xianjun, 2022) have been used
by researchers for human pose estimation. For example, TransPose (Yang et al., 2021)
uses the attention layer of Transformer to implicitly reveal the dependence relationship
between key points, which provides an explanation for the model to infer the global spatial
relationship among layers. Inspired by ViT (Xianjun, 2022) (Vision Transformer) model,
TokenPose (Li et al., 2021) explicitly models key points as markers to learn the constraint
relationship between visual information and key points from images. Both methods
require a large number of Transformer encoders, but do not consider low-resolution
global semantic features. HRFormer (Yuan et al., 2021) (High Resolution Transformer)
uses multi-resolution architecture design and local window self-attention to achieve
high-resolution feature representation, which has the characteristics of low memory and
low computational cost. This method needs to up-sample the low-resolution features,
which can lose the spatial semantic information. The proposed method will further
employ the low-resolution global semantic features and make interactive fusion through
cross-attention to ensure that the spatial semantic information is not lost.

Cross-attention
Cross-attention is first used to connect the encoder and decoder in Transformer (Zhao et
al., 2022). The cross-attention network (Hou et al., 2019) (CAN) uses cross attention to
model the association semantics of class features and query features in the small-sample
classification to highlight the target object, which is conducive to subsequent matching.
CrossViT (Chen, Fan & Panda, 2021) uses two different branches to process image tags
of different sizes in image classification, and then uses cross attention to fuse class tags.
Cross attention has also been used in multi-modal tasks (Lu, Zhou & Ye, 2019; Rodrigues et
al., 2022). In this article, we apply the cross-attention for the interaction between different
multi-resolution markers to improve the identifiability of low-resolution markers.
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Figure 1 Overall illustration of the proposed CTHPose. In order to effectively utilize the underlying fea-
tures, we adopt the DCN to build our model. As shown in Fig. 1, the images are first input into the DCN
to obtain feature maps with multi-scales, which are uniformly segmented, flattened and linearly projected
into visual markers of different resolutions. At the same time, the deep convolutional network and linear
function are used to predict the key point markers. Then, the high-resolution visual markers and other
low-resolution visual markers are spliced into key point markers and embedded location information,
which are used as the main input of the model. Finally, a multi-layer perceptron (MLP) is utilized to re-
construct the keypoint heat map from the two sets of keypoint markers that act on the model output. The
main body of CTHPose is divided into three parts: (1) The Transformer encoder is used to establish data
flow channels only for the highest resolution visual markers and instead of establishing independent data
flow channels for each visual marker of different resolution, so as to form a multichannel parallel network.
(2) Inspired by CAN (Hou et al., 2019), other low-resolution visual markers will interact with the high-
est resolution visual markers in the cross attention with multi-scales to enhance the resolution of low-
resolution visual markers. (3) Two groups of key point markers are cross-extracted in the fusion module
to obtain visual marker information of different resolutions.

Full-size DOI: 10.7717/peerjcs.1206/fig-1

A HUMAN POSE ESTIMATION METHOD BASED ON CROSS-
ATTENTION FOR TRANSFORMER MULTI-SCALE
REPRESENTATION LEARNING
In order to effectively utilize the underlying features, we adopt deep convolution network
(DCN) to build our model. As shown in Fig. 1, the images are first input into the DCN
to obtain feature maps with multi-scales, which are uniformly segmented, flattened and
linearly projected into visual markers of different resolutions. At the same time, the deep
convolutional network and linear function are used to predict the key point markers. Then,
the high-resolution visual markers and other low-resolution visual markers are spliced
into key point markers and embedded location information, which are used as the main
input of the model. Finally, a multi-layer perceptron (MLP) is utilized to reconstruct the
keypoint heat map from the two sets of keypoint markers that act on the model output.

The main body of CTHPose is divided into three parts: (1) The Transformer encoder
is used to establish data flow channels only for the highest resolution visual markers and
instead of establishing independent data flow channels for each visual marker of different
resolution, so as to form a multichannel parallel network. (2) Inspired by CAN (Hou et
al., 2019), other low-resolution visual markers will interact with the highest resolution
visual markers in the cross attention with multi-scales to enhance the resolution of
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low-resolution visual markers. (3) Two groups of key point markers are cross-extracted in
the fusion module to obtain visual marker information of different resolutions (Le, 2022;
Dai et al., 2022).

Multi-scale representation tokens in Transformer based on cross
attention
The high-resolution Transformer encoder module is shown in Fig. 2. The input of
Transformer encoder (Li et al., 2021) is composed of concatenated highest resolution
visual markers and high-resolution keypoint markers. In order to obtain visual markers,
the feature map output by the deep convolutional network needs to be transformed into
markers. The high-resolution feature map Xl 2RC⇥H⇥W is divided into feature blocks of
the same size ph⇥pw . Each feature block is then flattened into a 1-dimensional vector, and
the embedding vector xlv of d-dimension is obtained by linear transformation. In order
to obtain fine-grained features, the low-resolution feature map Xs 2RC 0⇥H 0⇥W 0 is also
divided into smaller blocks of size p0

h⇥p0
w , which are finally transformed into embedding

vectors xsv . The process of feature map transformation into tags is as follows:

Xl 2RC⇥H⇥W P! xlv 2R
H⇥W
ph⇥pw ⇥d (1)

Xs 2RC 0⇥H 0⇥W 0 P! xsv 2R
H 0⇥W 0
p0h⇥p0w

⇥d
(2)

where H > H 0 and W > W 0.C and C 0 respectively represent the channels of the
corresponding feature maps. P includes segmentation, flattening and linear projection
operations. In this article, the keypoint markers that are spliced with high-resolution visual
tokens that are called high-resolution keypoint markers and the keypoint markers are not
randomly initialized, but the predictive heat map of each keypoint is obtained by deep
convolutional network and regressor. Then it is projected into the keypoint marker space.

Cross attention with multi-scales. The proposed multi-scales cross attention module uses
the size of squares to represent visual markers from different resolution feature maps,
and uses different sizes of circles to represent high resolution and low-resolution key
markers. The highest resolution visual markers and high-resolution key markers output by
Transformer encoder are recombined with other low-resolution markers to generate new
visual markers and key markers, which are used as the input of the cross-attention module.
In order to avoid the redundancy of key point markers and multiple fusion of key point
markers, the module adopts the moving key point marker strategy.

In order to describe the process of multi-scale cross attention execution, we use xl and xs

to represent two different resolution tag sequences. The tag contains not only the key tags
xkp, but includes visual markers xv , as xi = xikp

���xiv , among which i= l,s and || represents
concatenation operation. And thenwe perform the attending operation of crossing between
the xl and xs. We regard the high-resolution tag as the key k and value v and regard the
low-resolution tag as a query q, which can be formulated as the following formula:
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Multi-head Attention

Layer Normalization
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Figure 2 Transformer encoder module. The high-resolution Transformer encoder module is shown in
Fig. 2. The input of Transformer encoder (Li et al., 2021) is composed of concatenated highest resolution
visual markers and high-resolution keypoint markers. In order to obtain visual markers, the feature map
output by the deep convolutional network needs to be transformed into markers. The high-resolution
feature map is divided into feature blocks of the same size. Each feature block is then flattened into a 1-
dimensional vector, and the embedding vector of -dimension is obtained by linear transformation. In or-
der to obtain fine-grained features, the low-resolution feature map is also divided into smaller blocks of
size, which are finally transformed into embedding vectors.

Full-size DOI: 10.7717/peerjcs.1206/fig-2

q= xlWq (3)

k = xsWk (4)

v = xsWv (5)
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Figure 3 The early training process of CTHPose with and without intermediate estimation. As shown
in Fig. 3, with the increase of a certain training period, the convergence speed of the two models in the
early training is also very different, but the loss gap is gradually narrowed in the end because the expres-
sion ability of the model is limited. This indicates that the key point labeling estimated by the convolu-
tional network provides support for the subsequent Transformer architecture model learning and allevi-
ates the problem of slow Transformer convergence speed.

Full-size DOI: 10.7717/peerjcs.1206/fig-3

A= softmax

0

@qkT
q

d
h

1

A (6)

MHA
�
xl ,xs

�
=Av (7)

whereWq,Wk,Wv 2Rd⇥(d/h) are the learnable parameters, d is the labeled dimension, h is
the number of heads and MHA represents the multi-head cross attention function. Since
keypoint estimation is a position-sensitive task, the feed-forward network (FFN) is still
retained here. Under the condition that layer normalization (LN) and residual connection
are introduced, the following formula can be defined based on multi-scale cross attention:

ys =MHA
�
LN

⇥
xl ,xs

⇤�
+xs (8)

zs = FFN
�
LN

�
ys

��
+ys. (9)

In the process of cross attention execution, the markers and key points generated by the
highest resolution are never changed and the fusion operation should be further performed.
The multi-scales cross attention module is the biggest characteristic which is to use cross
attention mechanisms and mobile key strategies in the tag space to realize the interaction
between the multi-scale features. Improving the features of low-resolution can be identified
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and reduce the computational cost of interaction for follow-up attention fusion provide
reliable semantic information.

Cross-attention fusion. The highest resolution visual markers are used as keys and values,
and the low-resolution keypoint markers are used as queries as input for cross-attention.
At the same time, another cross attention fusion module performs the fusion operation of
the lowest resolution visual markers and the high resolution key points. The feed-forward
network is retained in this module, mainly because there are different and related keypoint
markers, while CrossViT (Chen, Fan & Panda, 2021) only needs one class marker in the
image recognition task.

Intermediate estimates of keypoint markers
In this article, deep convolutional networks are used to predict the heat map of key points,
which is then projected into the marker space. The detailed calculation steps are as follows:
Firstly, the featuremapH⇥W with the numberC of channels is transformed intoN tensor
heat maps by 1⇥1 convolution operation. Then, it is transformed into a 1-dimensional
vector and mapped to a fixed dimension. CH ⇥ WN

The process of predicting key point labeling z 2RN⇥C can be formalized as the following
formula:

y =C (x) (10)

z =MLP
�
F

�
y
��

(11)

where x 2RC⇥H⇥W represents the feature map output by convolutional neural network,
y 2 RN⇥H⇥W represents the heat map after 1 ⇥ 1 convolutional transformation, C
represents the convolution operation of 1 ⇥ 1, MLP represents the multi-layer perceptron
function and F represents the dimensionality reduction operation.

EXPERIMENTS
Dataset and implement details
The experimental platform of this article is Ubantu20.04.LTS, programming environment
pytorch1.8.1 and Cuda11.1, which are equipped with two Quadro RTX8000 and RTX 3090.
All experiments are performed on MS COCO datasets which contains more than 200K
images and more than 250K human instances with 17 types of key points. The model is
trained only on the COCO train2017 dataset without additional training data and is tested
simultaneously on the val2017 dataset and the test-dev2017 dataset, which contained 57K,
150K and 5K samples, respectively.

Object keypoint similarity (OKS) is the evaluation index adopted by keypoint detection
task on COCO2017 dataset and the formula is as follows:

OKS=
P

i epx
�
�d2i /2s

2k2i
�
� (vi > 0)

P
i� (vi > 0)

(12)

where d2i represents the Euclidean distance between the estimated value and the true value
of the key point, s denotes the target scale, ki denotes a constant to control the decay of each
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Table 1 The intermediate estimation used in CTHPose.

Method IE AP AR Parameters

w/ 75.5 80.7 23.9
CTHPose

w/o 75.3 80.5 22.7

Notes.
On the basis of extracting high-resolution features from the backbone network HRNet-W48-3stage of the model, CTHPose
initially estimates the distribution of key points in the label space. As shown in Table 1, although the model parameters have
been increased, the scores of AP and AR have been increased to some extent.

class of keypoints and a visibility marker vi represents the true value. Average accuracy (AP)
records the average of all values for a given threshold T 2 [0.5 : 0.05 : 0.95], for example the
calculated AP75 represents the performance of T = 0.75. When the OKS is greater than this
threshold, the position of the key point is detected correctly, otherwise it will be considered
to have missed detection and false detection. APM and APL represent the accuracy of model
detection of key points in the medium (322 < pixel < 962) and large (pixel > 962) target
areas, respectively.

Intermediate estimation
On the basis of extracting high-resolution features from the backbone network HRNet-
W48-3stage of the model, CTHPose initially estimates the distribution of key points in
the label space. As shown in Table 1, although the model parameters have been increased,
the scores of AP and AR have been increased to some extent. As shown in Fig. 3, with the
increase of a certain training period, the convergence speed of the two models in the early
training is also very different, but the Loss gap is gradually narrowed in the end because
the expression ability of the model is limited. This indicates that the key point labeling
estimated by the convolutional network provides support for the subsequent Transformer
architecture model learning and alleviates the problem of slow Transformer convergence
speed.

Results and comparison
Table 2 records the results of this and other state of the art methods. (i) HRNet-w32 (Sun et
al., 2019) provides both pre-trained and untrained versions, while the proposed CTHPose
is pre-trained in the convolutional network part and untrained in the Transformer part.
Compared with the pre-trained HRNet-w32, the average accuracy (AP) and average recall
(AR) of CTHPose are increased by 1.4% and 1.1%, respectively, with a slight increase in
the computation (GFLOPs) and a slight decrease in the model parameters. Compared
with HRNet-w48, CTHPose also achieves better results. Because CTHPose reduces the up-
sampling fusion process of low-resolution features, it can interact low-resolution features
with high-resolution features in the label space, which improves the low-resolution
identifiability. Moreover, the subsequent cross-fusion can eliminate the inaccuracy of
up-sampling fusion. (ii) Compared with HRFormer-B (Yuan et al., 2021), CTHPose has
a slightly lower score in AP50, but it has a slight improvement in overall performance.
HRFormer is a Transformer with window self-attention as the main module for extracting
deep features of high-resolution network, while CTHPose adopts the cross-attention
mechanism to complete the interactive fusion of deep features, which greatly reduces the
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Table 2 Comparison with the state-of-the-art models on the COCO validation set.

Method Pretrain Parameters AP AP50 AP75 APM APL AR

HRNet-W32 No 28.5 73.4 89.5 80.7 70.2 80.1 78.9
HRNet-W32 Yes 28.5 74.4 90.5 81.9 70.8 81.0 79.8
HRNet-W48 Yes 63.6 75.1 90.6 82.2 71.5 81.8 80.4
HRFormer-B Yes 43.2 75.6 90.8 82.8 71.7 82.6 80.8
TokenPose-L/D6 No 20.8 75.4 90.0 81.8 71.8 82.4 80.4
TokenPose-L/D24 No 27.5 75.8 90.3 82.5 72.3 82.7 80.9
CTHPose No 25.7 75.8 80.2 82.2 72.3 82.7 80.9

Notes.
Table 2 records the results of this and other state of the art methods. (i) HRNet-w32 (Sun et al., 2019) provides both pre-
trained and untrained versions, while the proposed CTHPose is pre-trained in the convolutional network part and untrained
in the Transformer part. Compared with the pre-trained HRNet-w32, the average accuracy (AP) and average recall (AR) of
CTHPose are increased by 1.4% and 1.1%, respectively, with a slight increase in the computation (GFLOPs) and a slight de-
crease in the model parameters. Compared with HRNet-w48, CTHPose also achieves better results. Because CTHPose reduces
the up-sampling fusion process of low-resolution features, it can interact low-resolution features with high-resolution features
in the label space, which improves the low-resolution identifiability. Moreover, the subsequent cross-fusion can eliminate the
inaccuracy of up-sampling fusion. (ii) Compared with HRFormer-B (Yuan et al., 2021), CTHPose has a slightly lower score in,
but it has a slight improvement in overall performance. HRFormer is a Transformer with window self-attention as the main
module for extracting deep features of high-resolution network, while CTHPose adopts the cross-attention mechanism to
complete the interactive fusion of deep features, which greatly reduces the parameters used and the computational burden.
(iii) Compared with TokenPose-L/D6 (Li et al., 2021), CTHPose has the same number of Transformer encoders and achieves
better experimental results under the condition of only a small amount of computation ( "6.6%). Compared with TokenPose-
L/D24, although some indicators are relatively lower, CTHPose achieves a comparable performance on the entire, while the
computational load is reduced by 11.8%. TokenPose-L/D24 uses a 24-layer Transformer encoder, which brings a huge com-
putational burden to the model, while CTHPose uses only 6 layers. Because the time complexity of the cross-attention mecha-
nism is linear, the inference cost of CTHPose is greatly reduced.

parameters used and the computational burden. (iii) Compared with TokenPose-L/D6 (Li
et al., 2021), CTHPose has the same number of Transformer encoders and achieves better
experimental results under the condition of only a small amount of computation ("6.6%).
Comparedwith TokenPose-L/D24, although some indicators are relatively lower, CTHPose
achieves a comparable performance on the entire, while the computational load is reduced
by 11.8%. TokenPose-L/D24 uses a 24-layer Transformer encoder, which brings a huge
computational burden to the model, while CTHPose uses only six layers. Because the time
complexity of the cross-attention mechanism is linear, the inference cost of CTHPose is
greatly reduced.

Table 3 records the performance of CTHPose and other methods on the test set.
Compared with HRNet, the average accuracy (AP) and average recall (AR) of CTHPose are
1% and 0.7% higher than those of HRNET with fewer parameters and less computational
effort, although the score of AP50 is slightly different. CTHPose performs better than other
methods with Transformer architecture, such as TransPose-H-A6 (Yang et al., 2021) and
TokenPose-L/D24 (Li et al., 2021). This is because the proposed CTHPose makes full use
of low-resolution global semantic information. Thanks to the linear time complexity of
cross-attention, CTHPose can achieve results comparable to TokenPose-L/D24 with less
computation. Since small images will be enlarged and fixed to a specific size before input
into the model, the image will become extremely blurred, which brings challenges to the
model key point location. Compared with TokenPose-L/D24, CTHPose also achieves the
same result in APM index. It shows that the performance of CTHPose-s2 is comparable to
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Table 3 Comparison with the state-of-the-art models on COCO2017 test-dev set.

Method Parameters AP AP50 AP75 APM APL AR

HRNet-W48 63.6 74.2 92.4 82.4 70.9 79.7 79.5
TokenPose-H/A6 21.8 75.0 92.2 82.3 71.3 81.1 –
TokenPose-L/D6 9.1 74.9 92.1 82.4 71.5 80.9 80.0
TokenPose-L/D24 11.0 75.1 92.1 82.5 71.7 81.1 80.2
CTHPose 9.7 75.2 92.1 82.5 71.7 81.1 80.2

Notes.
Table 3 records the performance of CTHPose and other methods on the test set. Compared with HRNet, the average accu-
racy (AP) and average recall (AR) of CTHPose are 1% and 0.7% higher than those of HRNET with fewer parameters and less
computational effort, although the score of is slightly different. CTHPose performs better than other methods with Trans-
former architecture, such as TransPose-H-A6 (Yang et al., 2021) and TokenPose-L/D24 (Li et al., 2021). This is because the
proposed CTHPose makes full use of low-resolution global semantic information. Thanks to the linear time complexity of
cross-attention, CTHPose can achieve results comparable to TokenPose-L/D24 with less computation. Since small images will
be enlarged and fixed to a specific size before input into the model, the image will become extremely blurred, which brings
challenges to the model key point location. Compared with TokenPose-L/D24, CTHPose also achieves the same result in in-
dex. It shows that the performance of CTHPose-s2 is comparable to that of TokenPose-L/D24, the most advanced method for
small target areas. According to the CTHPose, we can realize online supervision of college sports teaching, improve the big
data platform for college students’ health and improve their physical quality.

that of TokenPose-L/D24, the most advanced method for small target areas. According to
the CTHPose, we can realize online supervision of college sports teaching, improve the big
data platform for college students’ health and improve their physical quality.

CONCLUSION
In order to achieve the physical quality of college students and improve the public
health level of universities, we rely on health big data and use blockchain technology
to continuously improve the mixed teaching level of college sports. Then, we further
improved the big data platform for college students’ health to achieve a virtuous circle. In
this article, a human pose estimation method based on cross-attention-based Transformer
multi-scale representation learning (CTHPose) was proposed. This method uses deep
convolutional networks and linear functions to predict the spatial distribution of key point
markers and to improve the convergence speed. The main body of the model models
the correlation between the highest resolution markers by stacking a small number of
Transformer encoders. It then uses the cross attention with multi-scales to modal the
interaction between the high-resolution feature maps and the low-resolution feature maps
in the marker space, so that the low-resolution feature tags have stronger identification.
Thus, the learning efficiency of Transformer encoder is accelerated. At the same time,
the excessive redundancy of key point markers was avoided and the fusion times were
reduced due to the mobile key point labeling strategy. Experiments on MSOCO show that
compared with the othermethods, CTHPose only increases a small amount of computation
and achieves good results. At present, the lightweight work of human pose estimationmodel
can cost less while testing and improve the inference speed of the model, but basically the
premise is to reduce the performance of themodel. However, ourmethod still has the defect
which can be improved. Our method focuses on the deep learning, while the traditional
methods have the great power to solve the issues. In the future, we will explore to combine
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deep learning and traditional methods to advance the mixed teaching of college physical
education.
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Pedestrian walking speed monitoring at
street scale by an in-flight drone
Dan Jiao and Teng Fei

School of Resource and Environmental Sciences, Wuhan University, Wuhan, Hubei, China

ABSTRACT
The walking speed of pedestrians is not only a reflection of one’s physiological
condition and health status but also a key parameter in the evaluation of the service
level of urban facilities and traffic engineering applications, which is important for
urban design and planning. Currently, the three main ways to obtain walking speed
are based on trails, wearable devices, and images. The first two cannot be popularized
in larger open areas, while the image-based approach requires multiple cameras to
cooperate in order to extract the walking speed of an entire street, which is costly. In
this study, a method for extracting the pedestrian walking speed at a street scale from
in-flight drone video is proposed. Pedestrians are detected and tracked by You Only
Look Once version 5 (YOLOv5) and Simple Online and Realtime Tracking with a
Deep Association Metric (DeepSORT) algorithms in the video taken from a flying
unmanned aerial vehicle (UAV). The distance that pedestrians traveled related to the
ground per fixed time interval is calculated using a combined algorithm of Scale-
Invariant Feature Transform (SIFT) and random sample consensus (RANSAC)
followed by a geometric correction algorithm. Compared to ground truth values, it
shows that 90.5% of the corrected walking speed predictions have an absolute error of
less than 0.1 m/s. Overall, the method we have proposed is accurate and feasible. A
particular advantage of this method is the ability to accurately predict the walking
speed of pedestrians without keeping the flight speed of the UAV constant,
facilitating accurate measurements by non-specialist technicians. In addition,
because of the unrestricted flight range of the UAV, the method can be applied to the
entire scale of the street, which assists in a better understanding of how the settings
and layouts of urban affect people’s behavior.

Subjects Algorithms and Analysis of Algorithms, Autonomous Systems, Emerging Technologies,
Spatial and Geographic Information Systems
Keywords Walking speed, UAV, Pedestrian identification, Pedestrian tracking

INTRODUCTION
Walking speed is known as the sixth vital sign (Fritz & Lusardi, 2009), besides heart rate,
respiratory rate, blood pressure, body temperature and pain. It is the core parameter of the
urban pedestrian micro-model (Willis et al., 2004), which has important research
significance for urban planning, pedestrian traffic safety and public health, etc. In the field
of public health, researchers have studied the correlations between walking speed and
other factors such as a pedestrian’s gender, age (real age and subjective age) and health
status (Tolea et al., 2010; Nolan et al., 2018; Stephan, Sutin & Terracciano, 2015) using a
controlled variable method. Using this approach, authors have used walking speeds to
assess the general health of a population (Middleton, Fritz & Lusardi, 2015) and to predict
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the risk of mortality (Lusardi, 2012). In the area of urban planning, good pedestrian
facilities can encourage residents to maintain environmentally friendly travel patterns, and
can enhance street vibrancy. A large body of literature has used walking speed as an
important indicator (Rastogi, Thaniarasu & Chandra, 2011; Silva, da Cunha & da Silva,
2014; Al-Azzawi & Raeside, 2007; Chen, Zhao & Shi, 2016) to reflect the level of service of
facilities. On the other hand, unlike previous ways of assessing street walkability based on
objective indicators, walking speed can be used to reflect pedestrians’ willingness to stay
and move around on the street. It provides feedback on the pedestrian’s experience of the
environment from the perspective of the street user, which helps urban planners to make a
more comprehensive walkability assessment. In addition, pedestrian speed, as a key input
for various traffic engineering applications (Montufar et al., 2007), can assist in the design
of carriageways (Gore et al., 2020) and street crossings (Chandra & Bharti, 2013).
Measuring the walking speeds of special groups such as elderly people can also have
benefits in terms of adjusting the timing of traffic signals and reducing traffic fatalities
(Duim, Lebrão & Antunes, 2017).

Following recent developments in science and technology, methods of acquiring
walking speeds have changed. Initially, a stopwatch was used to calculate walking speed
by recording the time it took for a walker to pass a marker (Finnis & Walton, 2008;
Montero-Odasso et al., 2020; Youdas et al., 2006; Oh et al., 2019), but this method requires
large number of measurers, and is inefficient. To overcome the disadvantages of the field
observation method, new acquisition methods based on images, trails, and wearable
devices have been developed (MejiaCruz et al., 2021). However, these methods also have
their own drawbacks. The most common technique for trail-based methods is the timing
gate (van Loo et al., 2003; Martin et al., 2019; Kong & Chua, 2014; Warden et al., 2019),
which requires the walker to wear a sensor chip, but walking speed is significantly affected
when experimental participants are aware that they are being observed (Obuchi, Kawai &
Murakawa, 2020), and the installation of the timing gate also requires extensive hardware
investment. Image-based acquisition is a more efficient and practical data acquisition
method (Hussein et al., 2015; Liang et al., 2020; Sikandar et al., 2021; Franěk & Režnỳ, 2021;
Hediyeh et al., 2014), but requires multiple cameras in different locations for image
acquisition over a large geographical area, and the cost and technical requirements are high
due to the collaboration and placement of multiple cameras. If only a single camera is used
to collect data, the image-based acquisition method, like the previous two methods, can
only extract walking speeds over a very small area. Although wearable devices do not need
to be limited to fixed road sections (Cha et al., 2017; Morey et al., 2017; Silsupadol, Teja &
Lugade, 2017), the measurement of walking speeds through cell phone location data
compromises the user’s personal privacy, and it is difficult for experimental participants to
cooperate with the experiment over a long period, resulting in a low return rate of data and
a high overall cost.

Unmanned aerial vehicles (UAVs) have efficient scene capture capabilities, and have
gained popularity in fields such as digital forensics (Bouafif et al., 2018), potentially
dangerous event analysis (Rădescu & Dragu, 2019), and parcel delivery (Mekala & Baig,
2019). The camera is easy to place and operate, and the device can easily be moved to hover
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in locations where video surveillance cannot be installed (Yeom & Cho, 2019).
Furthermore, a UAV acquires data without interfering with pedestrians, and the cost and
technical requirements are not high. Hence, it is widely used for the acquisition of mobile
pedestrian video sequence data (Fang & Kim, 2020; Bian et al., 2016; Chang et al., 2018;
Kim, 2020;Miyazato, Uehara & Nagayama, 2019), as it is not subject to the shortcomings
of the above methods. After acquiring video data, the key step in extracting walking speed
is to perform pedestrian detection and tracking. This is an intensely researched problem in
computer vision: detection involves determining whether a pedestrian is present in an
image or video, while the main task of tracking is to associate the most similar pedestrians
in the previous and subsequent frames (Wang, Sun & Li, 2019). Deep learning has now
become mainstream, due to its good feature extraction ability (Xiao et al., 2021; Li, Wu &
Zhang, 2016; Saeidi & Ahmadi, 2018). This method allows for continuous tracking of a
large number of pedestrians using a multi-objective tracker, which facilitates the analysis of
individual or group behaviour patterns (Cao, Sai & Lu, 2020). It has been experimentally
demonstrated that nearly 1,000 people can be continuously and dynamically identified
using deep learning (Xue & Ju, 2021), and the accuracy may be greater than 0.95, even for a
pedestrian density of 9.0 per m2 (Jin et al., 2021).

In view of the advantages of UAVs and deep learning, we used a UAV to obtain videos
of pedestrians on city streets, and detected and tracked each pedestrian using You Only
Look Once (YOLO), a representative model of convolutional neural networks, detected
ground movement due to drone flight using the Scale-Invariant Feature Transform (SIFT)
and random sample consensus (RANSAC) algorithms, and finally extracted the walking
speeds of the pedestrians on the streets.

STUDY AREA
The commercial pedestrian street of Chuhe Hanjie, located in Wuhan, China, forms part
of Wuhan’s central cultural district. With a total length of 1.5 km, it is currently the longest
urban commercial pedestrian street in China. According to data provided by the Wuhan
Anti-epidemic applet, the average cumulative pedestrian traffic on Hanjie Street can reach
0.1 million in a single day. As shown in Fig. 1, Hanjie Street has three districts with more
than 200 domestic and foreign merchants, including shopping, food, culture, leisure,
entertainment and other types, and clear planning based on functional zoning. In addition
to commercial stores, Hanjie Street also hosts a popular theatre and several small squares.
There are no trees along the entire length of the street on both sides, which not only
provides good views for window shopping by pedestrians, but also allows us to extract
pedestrian walking speeds from videos captured by a UAV.

METHOD
Experimental design
As shown in Fig. 2, our experiment involved three steps: experimental design, pedestrian
identification, and extraction of relative pedestrian walking speeds. At the experimental
design stage, two pilot tests were carried out to obtain the optimal flight height and speed.
The environmental conditions and sensor parameters used for data collection are also
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explained in this section. Pedestrian detection was performed using You Only Look Once
Version 5 (YOLOv5). In the step involving the extraction of relative walking speeds,
pedestrian tracking was performed using an algorithm called Simple Online and Realtime
Tracking with a Deep Association Metric (DeepSORT). The SIFT and RANSAC
algorithms were employed to achieve ground tracking. The pedestrian speeds were then
calculated and the error in the speeds caused by image point displacement were corrected.

Pilot tests
The image resolution of videos acquired by a UAV varies at different flight altitudes, and
the accuracy of pedestrian recognition and walking speed extraction will be affected as a

Figure 1 The study area Hanjie Street. Full-size DOI: 10.7717/peerj-cs.1226/fig-1

Figure 2 Flowchart for our study. Full-size DOI: 10.7717/peerj-cs.1226/fig-2
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result. It is therefore necessary to find the optimal altitude at which both a high pedestrian
recognition rate and a large field of view can be obtained. The flight speed of the drone is
also a key factor affecting the accuracy of the walking speed calculations. Too low a speed
may result in a limited efficiency, while too high a speed may result in insufficient clarity of
the frames of the video recording. Pilot tests are therefore needed to determine the optimal
height and speed of the UAV before extracting street-scale pedestrian walking speeds.

The site used for the pilot tests met the following requirements: (i) it was a relatively
open area, without coverings such as trees; (ii) there were enough pedestrians passing by to
give a suitable sample size; (iii) it was paved with tiles of the same size, which enabled the
true values of the walking speeds of volunteers to be calculated based on the number of tiles
crossed per second.

After finding a suitable experimental site, the pilot tests were carried out in two parts.
Firstly, to explore the optimal flight height for the UAV, videos of pedestrians walking
were collected from an overhead view at different heights while the UAV was hovering.
Since the heights of most buildings were lower than 40 m, three heights of 40, 60 and 80 m
were chosen as experimental heights. In the second part, to determine an appropriate
horizontal flight speed for the UAV, videos of pedestrians walking were collected at
different UAV speeds and for three different pedestrian walking states (standing still, slow
walking, and fast walking) at the optimal height. Seven different flight speeds (0, 1, 2, 3, 4,
5, and 6 m/s) were used to find the optimal flight speed of the UAV for each walking state.

Collecting pedestrian data
A sunny weekday afternoon (from 3–5 pm) was chosen for the collection of pedestrian
data, and an open location at the end of the street was selected for take-off. When the
drone had reached the optimal flight altitude, we rotated the drone lens through 90° and
adjusted it to an overhead view angle, always flying forward along the direction of the
street, as shown in Fig. 3. During the flight, the drone maintained a selected constant speed,
and the white balance and ISO were kept automatic. In addition, considering that the UAV
needs to change batteries midway to maintain flight, the data are collected in segments
according to the functional partition of the study area and stored in MP4 mode with the
resolution set to 1,920 × 1,080 p.

Sensor parameters
In this experiment, we used a Mavic Air 2 to acquire the pedestrian walking videos. This is
a small, consumer-grade, rotary-wing UAV with a Sony IMX586 camera, 48 million
effective pixels, a maximum flight take-off height of 5,000 m, and a maximum horizontal
flight speed of 19 m/s. It is lightweight and flexible, weighs only 570 g, and the wings are
foldable. It also has low site requirements, and can hover at a fixed point for up to 33 min
(in an environment without wind). The key parameters of the drone are shown in Table 1.

Pedestrian identification
In order to perform pedestrian tracking from videos, pedestrians must first be detected in
single images. YOLO is a state-of-the-art, real-time object detection algorithm that allows
the user to manually find a trade-off between speed and accuracy (Redmon et al., 2016; Lan
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et al., 2018). The new YOLOv5 (Jocher, 2020) algorithm, proposed in 2020, provides data
enhancement through the use of data loaders for scaling, colour space adjustment and
mosaic enhancement, and is able to automatically learn the size of the anchor frame, which
makes it suitable for the detection of small targets. It also runs relatively fast and flexibly,
while maintaining accuracy. This algorithm was therefore selected to achieve pedestrian
detection.

Since the image dataset obtained in this experiment was small, the training, test and
validation sets were defined based on a ratio of 6:2:2.

Video data pre-processing
Before performing pedestrian detection, we removed footage containing few pedestrians
and serious tilting or swinging of the UAV, and then converted the remaining video to
images at a frame rate of 30 fps.

Due to the images are all from a high transmission frame rate conversion of the video,
resulting in hundreds of images that are similar and also increasing the likelihood of
overfitting the training model. Therefore, we randomly selected some converted images to
form the training dataset to avoid unnecessary duplication. There are three parts of

Figure 3 Flight heading along the direction of the street.
Full-size DOI: 10.7717/peerj-cs.1226/fig-3

Table 1 Basic parameters of the Mavic Air 2.

Image sensor 1/2 CMOS

Field of view 84°

Focal length 24 mm (35 mm isometric)

Photo resolution 8,000 × 6,000

Video resolution FHD: 1,920 × 1,080 p
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experiment: two pilots and walking speed extraction in the study area. Accordingly, we
obtained three images datasets called “altitude” (720 images), “flight speed” (1,890 images),
and “street” (1,300 images), all of which were captured on a weekday afternoon in
December and were stored in PNG format.

The “altitude” dataset contained 240 images at each of three altitudes (40, 60 and 80 m).
The “flight speed” dataset contained 90 images for each of the seven flight speeds for each
of the three pedestrian states. The “street” dataset consisted of images of pedestrians drawn
from nine video clips, including two clips captured from the first district (with a total of
389 images), three clips from the second district (611 images), and four clips from the third
district (300 images).

Image labelling
Since the acquired dataset was captured directly, annotation of the data was required
before training the images. The process of data annotation is a manual labelling process
that provides machine systems with samples used for learning. By manually selecting the
targets and marking the categories, allowing the computer to continuously learn the
features of this data, ultimately enabling the computer to recognize it autonomously. An
annotation tool called LabelImg was adopted to label the images of pedestrians. The final
YOLOv5 label file contained five parameters per line: the object class, the centre
coordinates of the detection object, and the width and height of the detection object.

The “altitude” dataset contained a total of 20,758 pedestrian labels, whereas the “flight
speed” dataset had a total of 10,368. The “street” dataset had a total of 19,443 pedestrian
labels, of which the training set had 780 images with 11,506 labels, the test set had 260
images with 3,970 labels, and the validation set had 260 images with 3,967 labels.

Model training and verification
The deep learning framework used in this experiment was PyTorch (GPU version 1.70),
and the Jupyter notebook tool Colab (GPU parameters: Tesla P100, CUDA 11.2, RAM
25GB), provided by Google, was used to train the model. The weights file used for training
in this experiment was YOLOv5x, which saves the weights of each layer of the network
trained by the pre-trained set. YOLOv5x is pre-trained based on COCO dataset (a large,
rich object detection dataset provided by the Microsoft team) and has the highest detection
accuracy of the YOLOv5 models. The iteration batch size was set to 16, the initial learning
rate was 0.01, and the momentum was set to 0.937. A total of 50 training rounds were
completed, at which the loss tends to be stable and the model begins to converge, and the
best training model was chosen for pedestrian detection.

As for verification, sufficient numbers of pedestrians (N > 100) for each of the three
UAV altitudes (40, 60, and 80 m), and each of the seven flight speeds (0, 1, 2, 3, 4, 5, and
6 m/s) were randomly selected to test the pedestrian recognition rate. When the pedestrian
recognition rate was 80% or more, the flight parameters were considered to satisfy the
experimental requirements for extracting pedestrian walking speeds. The confidence
threshold for detection was set to 0.15 (confidence levels below this value were not shown
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in the images), and the final detected image was marked with a rectangular box to indicate
the recognized object class and confidence level.

Relative walking speed of pedestrians
Pedestrian tracking
DeepSORT is a commonly used algorithm in multi-target tracking (Ciaparrone et al.,
2020) that offers cascade matching and trajectory confirmation (unlike its predecessor
algorithm SORT), which is beneficial for the short-term prediction of targets (Wojke,
Bewley & Paulus, 2017). In addition, the most important feature of DeepSORT is the
addition of an appearance feature description value, which can greatly improve the target
ID transformation after a long period of occlusion. Thus, the DeepSORT algorithm is
ideally suited for tracking moving targets in potentially obscured areas.

In this experiment, we used the best performing model from the previous model
training as the weight file for YOLOv5, while the DeepSORT weight file used the default
file obtained from pre-training based on the Market1501 dataset. The Market1501 dataset
is collected from six cameras on the Tsinghua University campus, with a total of 1,501
pedestrians labelled, making it one of the most commonly used datasets in the field of
pedestrian recognition. After inputting the original video, the DeepSORT algorithm first
obtains the target detection frame by the target detector YOLOv5, and then predicts the
trajectory of the pedestrian using Kalman filtering. Then features are extracted for the
corresponding pedestrians in the target frames, and the match between the pedestrians in
the before and later frames is calculated according to the Hungarian algorithm. Finally,
each pedestrian in the image is assigned a different ID. In the pedestrian track file, each line
contains six values, the first value indicates the frame in which the target appears, the
second value indicates the ID number of the target and the third to sixth values are the
coordinates and size of the bounding box. With the saved pedestrian track file, we can get
the position of each pedestrian in each frame of the video.

Ground tracking
To calculate the relative walking speed of the pedestrians, two distances needed to be
obtained: the distance of pedestrian movement in the image per fixed time interval, and the
“ground movement” relative to the image coordinate in that period of time. As the
movement of the UAV is affected by wind, an absolutely uniform speed without lateral
movement could not be guaranteed. A method was therefore needed to obtain the “ground
movement” in the non-hovering state. We first needed to obtain corresponding points
in the previous and subsequent frames by feature matching, and then to calculate the
single-response matrix based on these corresponding points.

In this experiment, we used a combination of the SIFT and RANSAC algorithms to
extract the distance moved by the ground in the image. The SIFT algorithm is a region
detection algorithm that was proposed by Lowe (1999) and further refined in 2004 (Lowe,
2004), which has high speed and local feature invariance. The opensource toolkit VLFeat
was utilised to compute the SIFT features of the images. The angle between the vectors was
used as the distance metric descriptor, and to enhance the robustness of matching, we
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performed bidirectional matching (in which we first computed the feature matching values
from the latter image to the former image, and then the feature matching values from the
former to the latter).

The corresponding image points in the previous and subsequent frames obtained by
matching with the SIFT algorithm may contain both correct and false matches. However,
the RANSAC algorithm can correctly estimate the parameters of a mathematical model by
iteration from a set of data containing a large amount of noise (Fischler & Bolles, 1981;
Derpanis, 2010), and was therefore applied to eliminate false matches, which improved the
accuracy of the subsequent single-response matrix calculation. The parameters of the
algorithm in the experiment were set as follows. The minimum number of data values
required to fit the model was 50; the maximum number of iterations allowed in the
algorithm was 5,000; the threshold value for determining when a data point fitted a model
was 7e3 as the default; and the number of close data values required to assert that a model
fitted the data well was 300.

Calculation of walking speeds
After using the DeepSORT algorithm to achieve pedestrian tracking, position information
was acquired on the pedestrians in each frame. The single-response matrix obtained using
the RANSAC algorithm after eliminating mismatched points was used to calculate the
distance moved by the ground in the image. The real walking distance of the pedestrian
could then be acquired, as shown in Eq. (1):

S2 ¼ S1 " dis X1;X2f g (1)

where S2 is the real walking distance of the pedestrian, S1 is panning distance of the ground
in the image, X1 is the position of the pedestrian in the previous frame, X2 is the position of
the pedestrian in the subsequent frame, and dis{X1, X2} is the distance moved by the
pedestrian in the image.

After determining the real distance moved by the pedestrian, the walking speed can be
obtained as shown in Eq. (2):

vm0 ¼ S2=n # fps (2)

where vm′ is the pedestrian speed (in units of pixels/s at this point), S2 is the real walking
distance of the pedestrian, fps is the frame rate, and n is the interval between the two
selected frames.

The field-of-view diameter can be calculated as shown in Eq. (3):

d ¼ 2 #H # tanðFOV=2Þ (3)

where d is the field-of-view diameter, FOV is the field-of-view angle, and H is the height of
the UAV.

The size of the field of view can be calculated using Eq. (4):
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L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2=ðl2 þ w2Þ

p
% l

W ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2=ðl2 þ w2Þ

p
% w

(4)

where L andW are the length and width of the field of view, d is the field-of-view diameter,
and l: w is the aspect ratio of the image.

The speed can then be calculated using Eq. (5):

vm ¼ L=M % vm0 (5)

where vm is the pedestrian speed (m/s), L is the length of the field of view,M is the length of
the field of the image, and vm′ is the pedestrian speed (in pixels/s).

A Flowchart for describing the calculation steps and variables relationship in between is
shown in Fig. 4.

Correction to walking speeds
Since the image taken by the UAV is in essence a central projection of the ground, while
the YOLO5 locates the heads of pedestrian which are at a certain height of the ground. This
introduces an geometric error to the walking distance measurement, and hence a
geometric correction is needed to retrieve more accurate walking speed.

Figure 4 Flowchart for describing the calculation steps and variables relationship in between.
Full-size DOI: 10.7717/peerj-cs.1226/fig-4
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If we assume that the image film is horizontal, a displacement of the image point caused
by the height of the person will be caused as shown in Fig. 5, and Eq. (6) can be applied
based on the principle of similar triangles.

Dh=R ¼ h=ðH # hÞ
R=ðH # hÞ ¼ r=f

f =H ¼ dh=Dh

(6)

where Dh is the differential projection on the ground, h is the height of the pedestrian, H is
the flight height of the UAV, R is the horizontal distance from the ground point to the
ground nadir point, r is the image distance from the projection point of the pedestrian in
the image to the image centre point (r is positive when the projection point is on the upper
side of the image centre point and negative when the projection point is on the lower side),
f is the focal length, and dh is the displacement of the image point caused by the height of
the pedestrian.

Equation (7) can be derived from Eq. (6):

dh ¼ r % h=H (7)

where dh is the displacement of the image point caused by the height of the pedestrian, r is
the distance in the image from the projection point of the pedestrian in the image to the
image centre point, h is the height of the pedestrian, and H is the flight height of the UAV.

The speed correction can then be calculated from Eq. (8) as follows:

vc ¼ ðd2#d1Þ=n % fps (8)

where vc is the speed correction value (in pixel/s), n is the number of frames captured of the
pedestrian, fps is the frame rate, δ1 is the image point displacement at the starting point,
and δ2 is the image point displacement at the end point. Likewise, the speed correction
value can be obtained according to Eqs. (3) and (4), as shown in Eq. (9):

Figure 5 Schematic diagram showing displacement of image points due to the height of a pedestrian.
Full-size DOI: 10.7717/peerj-cs.1226/fig-5
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vc ¼ ðr2#r1Þ % h % fps % L=n=H=M (9)

where vc is the speed correction value (in m/s), r1 is the image distance from the projection
point of the starting point to the image centre point, r2 is the image distance from the
projection point of the end point to the image centre point, n is the number of frames
captured of the pedestrian, fps is the frame rate, H is the flight height of the UAV, L is the
length of the field of view, and M is the length of the field of the image.

In a two-dimensional plane, if the direction of flight of the drone is not parallel to the
direction of movement of the pedestrian, there will be a certain angle between these two
directions. Taking the centre point of the image as the origin of coordinates, this angle can
be calculated using Eq. (10):

h ¼ arctanð x # x0j j= y # y0j jÞ (10)

where h is the angle between the direction of flight and the pedestrian’s direction of
walking, (x0, y0) is the centre point of the image, and (x, y) is the position of the pedestrian
in the image.

The speed of the pedestrian after correction is shown in Eq. (11):

ðvcÞ ¼ ðr2 # r1Þ % h % fps % L % cosu=n=H=M (11)

where vc is the pedestrian’s speed (in m/s). This equation shows that the speed correction is
related to the relative speed of UAV and the pedestrian (as reflected by the value of r), the
height of the pedestrian, the height of the UAV, the angle between the pedestrian’s
direction of walking and the UAV heading, and certain camera parameters (video
conversion frame rate, field of view and focal length of the sensor).

RESULTS
Pilot tests
The results of the pilot tests are shown in Fig. 6. The pedestrian recognition rates at three
flight altitudes are shown in Fig. 6A, and it can be seen that the overall trend in the
pedestrian recognition rate decreased with an increase in flight altitude. A one-way
ANOVA indicated significant differences in the pedestrian recognition rates at the three
heights (P = 0.000 < 0.05). The optimal result was obtained at an altitude of 40 m, with an
average recognition rate of 89%. At a height of 60 m, the average recognition rate was
reduced to 85%, while the lowest average pedestrian recognition rate was obtained at 80 m,
at only 34%. Based on these results, 40 m was determined to be the best flight height, and
was used in the data acquisition process in our study area.

Figure 6B illustrates the pedestrian recognition rate obtained from a UAV hovering at
the optimal height (40 m) and travelling at different flight speeds for pedestrians with
varying walking states. The highest average recognition rate was 100%, while the lowest
was 82%. This shows that the recognition rate was affected by both the flight speed of the
UAV and the walking state of the pedestrian. Although a two-way ANOVA showed
significant differences in pedestrian recognition rates at different flight speeds and
pedestrian states (P = 0.000 < 0.05), the recognition rates were all higher than the threshold
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(80%) set for the extraction of walking speeds. According to the results, all seven flight
speeds met the standard, meaning that the optimal flight speed was 6 m/s or less, and a
speed of 3 m/s was chosen for data collection in the study area.

Speed error before and after correction
There is a systematic bias between the pedestrian speed extracted from the UAV video and
measured on the ground, since the object of observation (the pedestrian) is not always
located directly below the UAV and hence the centre of recognition is not always at the

Figure 6 Pedestrian recognition rates at each flight altitude and speed. (A) Pedestrian recognition
rates at each flight altitude (N = 111); (B) pedestrian recognition rates at each flight speed (three
pedestrian states, N = 120). Full-size DOI: 10.7717/peerj-cs.1226/fig-6
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pedestrian’s feet. Table 2 shows the average speed errors before and after correction. The
average error between the extracted value and the measured value on the ground before
correction increases gradually as the UAV speed increases, while there is no such trend
after correction. In addition, most average errors become smaller compared to before
correction; the maximum average error before correction reaches 0.065 m/s, but after
correction this is only 0.010 m/s.

Figure 7 shows a distribution histogram of the errors before and after correction, which
allows for a further comparison. Before speed correction, the average value of the error is
0.03 m/s, and the maximum absolute error is 0.17 m/s. After speed correction, the overall
trend in the speed error shows a decrease. The average value of the error is reduced to
−0.01 m/s, and the maximum value of the absolute error is 0.13 m/s.

Walking speeds along a commercial street
We applied our proposed method to our study area of a commercial street as an
application to verify the validity of the method. The results for the pedestrian walking
speed are shown in Fig. 8. In general, the speeds for the whole street exhibited spatial

Table 2 Average errors in walking speeds before and after speed correction.

Flight
speed (m/s)

Standing still (m/s) Walking slowly (m/s) Walking fast (m/s)

Before correction After correction Before correction After correction Before correction After correction

0 0.010 0.010 0.003 −0.013 0.006 0.008

1 0.012 −0.015 0.007 0.001 0.006 0.009

2 0.018 −0.008 0.019 −0.005 0.026 0.010

3 0.021 −0.028 0.021 −0.034 0.026 0.003

4 0.049 −0.018 0.029 −0.036 0.055 −0.002

5 0.046 −0.013 0.042 −0.050 0.055 −0.027

6 0.049 −0.024 0.052 −0.038 0.065 −0.024

Figure 7 Errors in pedestrian speeds before and after correction.
Full-size DOI: 10.7717/peerj-cs.1226/fig-7
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heterogeneity, with different speeds in the nine different segments, but the variation
between speeds is low for a given segment. The highest walking speed of 1.03 m/s was
found for the first district, a section containing ‘experience’ stores such as Lego and
Madame Tussauds, while the lowest speed of 0.56 m/s was found for the second district,
which is dominated by clothing stores, and contains a cosmetic store and an ice cream
store. In addition, for the second district, both of the first two segments had generally low
walking speeds, while the third segment showed a significant increase, with a walking
speed of 0.91 m/s.

To confirm that the type of stores on the street had an impact on the walking speeds of
the passing pedestrians, we identified the types of store in each of the nine segments, as
shown in Fig. 9. The average walking speed over these nine segments was 0.77 m/s, with
four segments each showing speeds greater and less than the average. It was found that the
slow walking pace exhibited association with street-side snack bars and food restaurants.
In addition, walking speeds were faster near stores selling electronic products; this may be
due to the fact that more male customers are interested in electronic devices, and according
to existing research (Tolea et al., 2010), men generally walk faster. The Wax Museum was
another place in which pedestrian speeds were raised, while certain stores did not show a
significant effect on pedestrian walking speeds, such as clothing and accessories,
department stores and homewares and toy stores.

DISCUSSION
As an exploratory attempt to extract the walking speeds of pedestrians using a UAV, the
results obtained from our experiment require discussion and reflection.

Optimal flight altitude
In the pilot test carried out to determine the optimal flight altitude, we found that the
recognition rate of pedestrians tended to decrease as the flight altitude increased. The
average recognition rate of pedestrians was 89% at 40 m, and only 34% at 80 m. The clarity
of acquisition of the pedestrians by the UAV camera decreases with an increase in the
flight altitude for constant values of the other flight parameters. In addition, when the
altitude increases, the pixel size of the pedestrians in the image decreases, and the detection

Figure 8 Pedestrian walking speeds extracted in Hanjie Street.
Full-size DOI: 10.7717/peerj-cs.1226/fig-8
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of small targets by deep learning tends to have a lower recognition rate. However, this does
not mean that we cannot obtain high pedestrian recognition rates at altitudes of 80 m or
even higher. In fact, our dataset for the pilot test was small (only 720 images), while in most
cases, if the dataset is large and well labelled, model training can be effectively improved
and high target recognition rates can be achieved with no changes to the models or training
settings (Jocher, 2021) (according to a view posted on GitHub by the author of YOLOv5).

Accuracy of corrected walking speed
Although a large number of experiments have been conducted to measure walking speeds,
the comparability between existing measurements and our results is low, as walking speed
is influenced by numerous parameters and there is no standardisation of measurement
conditions (Bosina &Weidmann, 2017). However, based on a comparison of our corrected
pedestrian speeds with the measured speeds on the ground, we found that 63.8% of the
corrected speeds had an absolute error of below 0.05 m/s, while 90.5% had an absolute
error of below 0.1 m/s, and the maximum absolute error was 0.13 m/s. It is clear that the
use of this correction means our method has high feasibility and overall accuracy.

As shown in Table 2, the overall error in the extracted pedestrian speeds increases
gradually with the UAV speed. According to the principle of central projection, the height
of the pedestrian creates an offset in the image compared to the actual position. In Fig. 10,

Figure 9 Types of stores on Hanjie Street that affected pedestrian walking speeds.
Full-size DOI: 10.7717/peerj-cs.1226/fig-9

Jiao and Fei (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1226 16/23

http://dx.doi.org/10.7717/peerj-cs.1226/fig-9
http://dx.doi.org/10.7717/peerj-cs.1226
https://peerj.com/computer-science/


this offset is simplified to r, r1 for the offset at the starting position of the pedestrian and r2
for the offset at the end position of the pedestrian. The position of the solid black line
intersecting the image plane indicates the position of the pedestrian on the image, while the
position of the dotted black line intersecting the image plane is the centre point of the
image. When the pedestrian and the drone are moving in the same direction, there are
three scenarios for the relative speed of drone and pedestrians. If the drone speed is smaller
than the pedestrian speed, the offset increases the distance moved by the pedestrian in the
image in the two frames before and after. If the two speeds are equal, the offset has no effect
to the distance. If the drone speed is greater than the pedestrian speed, the offset decreases
the distance. In the pilot test, the UAVmoved in the same direction as the pedestrians, and
the flight speed was typically higher than the pedestrian walking speeds. According to
Eq. (1), as the distance moved by the pedestrian in the image decreases, the real distance
increases, leading to a higher calculated speed. The higher the speed of the UAV compared
with the pedestrian, the longer the distance moved by the pedestrian in the image will
become, resulting in a larger error in the speed.

To eliminate the displacement in the image points caused by the central projection, we
apply a speed correction. Although we describe it here for the case where the drone and
pedestrians are moving in the same direction, our speed correction formula can also be
applied to the case where the UAV and pedestrians are moving in the opposite direction
(Eq. (6)). In addition, as can be seen in Table 2, when pedestrians walk fast or UAVs fly
fast, it generally causes more difficulties in pedestrian recognition (it can be seen from the
absolute error before correction), but the correction can well correct these samples with
larger deviations. In other words, the correction can be well adapted to the difficult samples
and improve the overall computational accuracy.

Reduce the false detection rate
The issue of how to reduce the false detection rate is also a significant problem. Because our
study area is a pedestrianised street, no cyclists appeared in the captured video data.
However, we found in the relevant trials that interference can easily arise from cyclists

Figure 10 Measurement errors for various relative speed states of the pedestrian and UAV.
Full-size DOI: 10.7717/peerj-cs.1226/fig-10
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(bicycles or electric bikes). We tried to divide the people into walkers and cyclists at the
labelling stage, and eventually most of the walkers were correctly distinguished, but a small
fraction of the cyclists was still mis-detected. this is a problem worth considering when this
method is to be applied to neighbourhoods with mixed pedestrian and bicycle traffic.

There are two ways to solve this problem: the first is to ignore the classification of
cyclists when training the model, as there will be a clear double-peak pattern in the speed
distribution histogram plots that represents cyclists and pedestrians. A threshold can then
be set to distinguish between them. In the second approach, the false detection rate can be
reduced by adding negative samples, cropping the region of the original image containing
only cyclists for use as negative samples, and using these and the positive samples together
to train the model.

Limitations and future work
Finally, our method still has some limitations that need to be overcome. During the
pedestrian recognition process, a large number of annotated datasets are required for
model training, which imposes a high labour cost. Although many public pedestrian
datasets exist for use, they either do not have annotated labels or were not captured from
an overhead view, meaning that the precision of speed extraction cannot be guaranteed.
Although it is easy to capture numerous pedestrian images using a UAV, manual
annotation is required, and this is a problem that is also studied in deep learning.

We also found some interesting things from extracting walking speeds along Hanjie
Street. As shown in Fig. 8, there were clear differences in the walking speeds along the
different subdivisions of this street, which may be related to the category, brand and
decoration of the stores, or possibly to the season or the time of video collection. In
addition, it has been shown that pedestrian density also has an effect on walking speed
(Franěk, 2013; Minegishi, 2021). Our current study does not consider the effect of
pedestrian density on walking speed for the time being. In future work, we will incorporate
more influencing factors to further explore the correlations between street environments
and pedestrian speeds.

CONCLUSIONS
Unlike existing research methods, such as those based on timing gates and wearable
devices, our method can collect the walking speeds of numerous pedestrians within a large
area without disturbing them. It is also less expensive and does not require the placement
of measurement facilities. If high-quality video data can be collected using drones, it is
possible to extract the walking speeds of pedestrians on city streets. Real-time
measurements of walking speeds on urban streets can help us to gain a deeper
understanding of how the settings and layouts of urban spaces work for people, which is
one of the core issues of urban geography.
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ABSTRACT
Traditional financial accounting will become limited by new technologies which are
unable to meet the market development. In order to make financial big data generate
business value and improve the information application level of financial management,
aiming at the high error rate of current financial data classification system, this
article adopts the fuzzy clustering algorithm to classify financial data automatically,
and adopts the local outlier factor algorithm with neighborhood relation (NLOF) to
detect abnormal data. In addition, a financial data management platform based on
distributed Hadoop architecture is designed, which combines MapReduce framework
with the fuzzy clustering algorithm and the local outlier factor (LOF) algorithm,
and uses MapReduce to operate in parallel with the two algorithms, thus improving
the performance of the algorithm and the accuracy of the algorithm, and helping
to improve the operational efficiency of enterprise financial data processing. The
comparative experimental results show that the proposed platform can achieve the
best the running efficiency and the accuracy of financial data classification compared
with other methods, which illustrate the effectiveness and superiority of the proposed
platform.

Subjects Algorithms and Analysis of Algorithms, Data Science
Keywords Financial management, Big data analysis, NLOF, Hadoop, MapReduce

INTRODUCTION
Traditional financial accounting will become limited by new technologies which are unable
to meet the market development. It is urgent to make reforms and innovations. It is
an unchangeable trend to integrate artificial intelligence into the financial management
and big data development of enterprises. It can simplify the traditional accounting work
with high efficiency, so as to meet the rapid and high-quality development of enterprises
(Königstorfer & Thalmann, 2020). Therefore, the development of artificial intelligence
technology will further promote financial management, and the staff will constantly
enhance their professional ability and level, which will also bring new vitality to the
development of enterprises and adapt to the changes and development of the new era.

Because of the large scale and weak regularity of financial data, it is necessary to optimize
the classification of financial data. Automatic classification of financial data combined with
business processes is conducive to improving the ability of classification management
and information analysis of financial data. With the rapid development of big data and
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information technology, the automatic classification technology of financial data has made
good development (Yue et al., 2021). Through feature extraction and fusion clustering
of financial data, feature information of internal association rules of financial data is
extracted, and then financial data is automatically classified and identified according to the
distribution of feature information, which can improve the business process management
ability of financial data (Peji¢ Bach, Krsti¢ & Seljan, 2019). Anomaly data usually has the
characteristics of outlier, deviation and isolation, and the traditional anomaly detection
algorithm relies on the computing performance of a single computer to identify it. The
recognition speed of this method is slow, and the real-time performance of enterprise
financial data is usually high, so Hadoop parallel computing has an important application
value. The Hadoop platform, as one of many distributed storage methods, not only has
the ability to share resources, but also can better solve the problems in the storage process.
Hadoop can not only solve the distributed storage problem, but also provide a more
comprehensive solution, with better data storage performance, fault tolerance, capacity
expansion, reading speed and so on (Qureshi & Gupta, 2014). MapReduce framework in
Hadoop can efficiently read and utilize data and speed up data processing, which mainly
works in parallel computing (Rajendran, Khalaf & Alotaibi, 2021). Hadoop has good
capacity expansion performance, and at the same time, it has good performance expansion
and reliability. To cope with heterogeneous environment, it is necessary to design the
architecture of MapReduce is designed to be very complex, but it brings difficulties to
deployment, maintenance and management. Moreover, dynamic node joining or exiting
in a Hadoop cluster may result in unbalanced load distribution in the cluster, slow system
response, and slow service processing.

To solve the above problems, this article classifies financial data automatically by
the fuzzy clustering algorithm, and detects abnormal data by LOF algorithm with
neighborhood relation. In addition, a financial data management platform based on
distributed architecture is designed, which combines MapReduce framework with the
fuzzy clustering algorithm and the LOF algorithm, and uses MapReduce to operate in
parallel with the two algorithms, thus improving the accuracy of the algorithms, and
further improving the operational efficiency of enterprise financial data processing.

LITERATURE REVIEW
Financial data processing technology
At present, the processing technology of financial big data is very extensive. In terms of
data classification, Zhang (2018) proposed a design method of financial data classification
and statistics system based on cloud computing technology. The retrieval structure model
of financial database was constructed by using multiple regression analysis method. The
statistical analysis method was used for automatic statistics of financial data to achieve
optimal classification of financial data. However, the accuracy of this method for large-
scale financial data classification processing is not high; Xiong et al. (2018) proposed a
classification and statistics method of financial data based on decision tree classification.
The empirical mode decomposition method was used for automatic classification and
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identification of financial data. The adaptive fusion processing of financial data was
realized, and the fuzzy clustering ability of financial data was improved. The software
design of automatic classification system for financial data was carried out in embedded
environment, but the adaptive control performance of the system is not good in the
classification of financial data of different business processes.

In the aspect of abnormal data detection, the existing anomaly detection algorithms
usually only give the binary attribute of whether a point is abnormal or not. However,
the data set in the enterprise’s financial situation is complex and diverse, and it cannot
be simply represented by Boolean variable. For this reason, Papadimitriou, Kitagawa &

Gibbons (2003) proposed a density based local anomaly factor detection algorithm, which
can be used to determine the abnormal degree of an object. This method has good effect
and strong adaptability, but it has the shortage of large amount of calculation, and does
not consider the weight of different attributes when calculating the distance between
objects, and does not reflect the different contributions of different attributes to outliers.
Karale et al. (2021) put forward the local correlation integral (LOCI), and introduced the
multi-granularity deviation factor (MDEF) to measure the degree of abnormal objects.
By comparing the number of objects contained in the k-neighborhood of an object with
the average number of objects in the k-neighborhood of all objects in its neighborhood,
which does not need to calculate the density of points directly. Nowak-Brzezi´ska & Hory´

(2020) proposed the connectivity based outlier factor (COF), where the neighborhood is
determined according to the given minimum number of k-neighbors and the connectivity
of the data object, and the average connection distance with its neighborhood is calculated,
and the average connection distance ratio is used as the COF. To some extent, the above
algorithms solve the shortcomings of large computation amount of LOF, and the operation
efficiency is higher than that of the LOF algorithm. However, the overall computation
amount is still relatively large, and the operation efficiency is not high enough when
dealing with large-scale data. At the same time, it does not reflect that different attributes
have different contributions to outliers.

Hadoop technology
After years of development, the research on Hadoop in the financial field has achieved
fruitful results (Sun, Wang & Yuan, 2021; Li, Zhao & Chenguang, 2015). For example,
Hadoop technology is used to deal with the storage and query of massive historical data in
the Agricultural Bank of China. In terms of data processing, it attempts to store massive
relational data in the HBase database according to the characteristics of large amount
of relational data. In the implementation process of mutual management system, the
data storage mode in Hadoop technology is adjusted according to the actual business
requirements. The relational database and nonrelational database are used to store the
data with different correlation degree. In addition, many researchers have studied the
improvement of distributed file system, the optimization of scheduling algorithm and the
improvement of the MapReduce framework.

From the optimization and improvement of theHadoopDistributed File System (HDFS)
(Qin et al., 2012): first, the original architecture of HDFS is improved, and the system is
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designed to be more lightweight, so as to reduce the bottleneck problem of NameNode
in the original architecture (Raju, Amudhavel & Pavithra, 2014). From the improvement
and optimization of the scheduling algorithm application, it can be seen that the first is
the improvement of Hadoop’s inference mechanism, which enables nodes with strong
processing performance to help poor performance nodes complete tasks and improve
system performance; the second is to improve the data location. MapReduce is divided
into two steps: one is the mapping map stage, the other is the reduction stage. After the end
of the map phase, the data needs to be transferred to the reduce stage, which will occupy a
large number of network channels; The third is the improvement of the shuffle stage. In the
whole process of data processing, the shuffle stage takes the longest time. Therefore, how
to shorten the running time of the shuffle stage has become the focus of many scholars.
Fourth, in addition to the above three improved methods, some scholars have proposed
scheduling methods based on data budget judgment and pre allocation (Wang, 2018).
Moreover, from the improvement of the MapReduce framework, the first is to optimize
the performance of tasks executed in the MapReduce system; the second is to optimize the
performance reduction of MapReduce framework due to excessive dependence on disk for
data result transfer; the third is to optimize the execution efficiency of iterative computing
tasks under the existing execution framework.

DESIGN OF FINANCIAL DATA MANAGEMENT PLATFORM
BASED ON HADOOP DISTRIBUTED ARCHITECTURE
MapReduce framework
In this article, the MapReduce framework is combined with the fuzzy clustering algorithm
and the NLOF algorithm, and MapReduce is used for parallel operation with the two
algorithms, so as to improve the performance of the algorithm as well as the accuracy of
the algorithm. The overall structure of the cluster is shown in Fig. 1.

The model consists of four layers: fuzzy clustering of financial data, Hadoop parallel
computing cluster, abnormal data detection module and user control terminal. The
architecture of Hadoop computing cluster is completely distributed, where the computing
cluster can provide users with a certain number of data storage functions. The classification
model is judged by observing the initial samples, and the automatic classification of
financial data is realized by segmented detection method. Moreover, the data detection
module is constructed with the improved NLOF algorithm, and the final output is the
outlier data set. The user control terminal is the upper computer part, which can view the
abnormal data through the UI interface and control the computer cluster.

Virtual resource management
In the distributed architecture, the financial data management platform mainly includes
data acquisition equipment, virtual machine and service cluster. Combined with
virtualization technology, the service cluster part is virtualized into a computing data
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Figure 2 Operation process of virtual machine.
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resource pool. Finally, the flexible call of various resources is realized. The specific flow of
virtual machine operation and management is shown in Fig. 2.

Through the analysis of the virtual machine operation management model, we can
find that the virtual machine instance and the corresponding hardware configuration are
automatically deployed with the support of cloud platform. Assuming that under multiple
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computing nodes, the virtual machine operation will establish the corresponding running
snapshot and save the running state of the virtual machine. When the virtual machine
needs to be started again in the future, the corresponding virtual machine snapshot can be
selected to complete the deployment task again. Through the distributed storage service,
the data information generated by the virtual machine can be saved on the storage service.
While when the virtual machine starts again unexpectedly, it can connect the existing
storage service and continue to run under the existing information. The virtual machine
can manage and transfer the instructions from the virtual machine to the virtual control
platform.

Cluster management
Web application clusters mainly provide session replication. Through session replication,
support for JSP and servlet cluster is realized. Cluster server can complete file copy or
database copy by connecting with different types of servers, which are two ways of session
replication. When the fault occurs, other available members in the cluster will receive
subsequent client requests, read the cookie or write the session ID in the request URL
to obtain the relevant status and continue to process the client transaction. Memory
replication is realized by restoring session state in backup server, and memory session state
in backup server is sent by primary server.

The business cluster is one of the ways to realize the business application cluster, in which
requests are distributed across servers according to load balancing algorithm. When the
target service and stub programs exist on the same server at the same time, load balancing is
not performed. At the same time, whether to re-execute the call of the remote stub business
method on the cluster service instance and the routing mode of the home skeleton call in
the cluster can also be determined by the fault recovery service.

FINANCIAL DATA PROCESSING ALGORITHM
Classification of financial data based on fuzzy clustering
On the basis of data fusion processing of collected financial data by distributed cloud
computing technology, the algorithm of automatic classification of financial data is
optimized, and a classification model of financial data based on business process is
proposed.

Problem description
The grouping sample test analysis method is used to analyze the correlation of financial
data, and the test set is associated with the category characteristics of business process
information. The space–time norm of automatic classification of financial data satisfies the
following boundary conditions:
8
><

>:

f :Rn⇥R
n⇥S

g :Rn⇥R
n⇥S!R

n⇥d

h :Rn⇥R
n⇥S

(1)

Taking the fuzzy cluster distribution of business process as the central vector, the
multivariate discriminant model is used to predict the number of financial data categories,
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and the statistical function of financial data classification is obtained as follows:

h :Rn⇥R
n⇥S

�(t ) : [0,T ] !R

v(dt ,du)= v(dt ,du)�⇡(du)dt
(2)

According to the correlation analysis results of financial data, the quality of financial
data classification is evaluated, and the combination problem of financial data classification
is described as follows:

(1) C([a,b],R) is the classification continuous function of financial data of [a,b] in
classification space R, and the cross-term samples of classification attributes meet the
following requirements:

�⌧ < �(t )< t ,|�(t )��(s)| < p|t � s| (3)

(2) In the initial clustering space, the information fusion center C([a,b],R) of financial
data classification has upper and lower boundaries, and (Eq. 4) should be satisfied

E|⇣ (t )�⇣ (s)|2 <K (t � s)2,�⌧ < s< t < 0. (4)

Data classification
Combined with Bayesian judgment method, automatic classification and classification
robustness analysis of financial data are realized. Classification template of financial data
under business process satisfies positive multi-solutions. f :! R, internal control index
↵ > 0, the linear discriminant function of classification statistics is:

D
↵
0 f (t )=

1
0(n�↵)

✓
d

dt

◆nZ t

0

1
(t � s)↵�n+1 f (s)ds. (5)

By using validity test and model fitness test, the characteristic functional of data
automatic classification is obtained:

1
m

pX

i=0

aim
i

q/2X

k=�q/2

bkc
i

k
= a1. (6)

Under fuzzy constraints ck = �c�k, if q= 4,b2 = b�2 = 1,b1 = b�1 = 2,b0 = 0, Cauchy-
Had-Amard differential equation is used for statistical analysis of financial business process
data, and (Eq. 7) can be obtained.

u(t )= c1t
↵�1+ c2t

↵�2+,...,+cN t
↵�N . (7)

The distributed adjacent characteristic quantities of financial business process data are
calculated. In the statistical data area, the classification closure function on IRd is denoted
as:

f̂ (⇠)= (2⇡)�d/2
Z

IRd

e
�ix·⇠

f (x)dx (8)
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if s> 0, its stationary period satisfies (Eq. 9):

Ḣ
s

x
(IRd) =

n
f :k f k

Ḣ
0
x
(IR0 ) :=

��|r|sf
��
L2
x(IRd)

=
��|⇠ |sf̂

��
L
2
2(IRd ) < 1

o
.

(9)

After iterative selection, taking the business process as the identification parameter,
the final discriminant function of automatic classification of financial data is obtained as
follows:

k f k
L
q

i
Z

0
1(I⇥IRk) =

 Z

I

✓Z

IR

|f (t ,x)|r dx
◆q/r

dt

!1/q

. (10)

By observing the initial sample, the classification model is judged, and the automatic
classification of financial data is realized by the subsection detection method, and the
improved design of classification algorithm is realized.

Abnormal data detection based on improved LOF algorithm
The traditional LOF algorithm calculates the outlier factor of each element in the data set,
and then judges whether the element point is an outlier. The calculation of feature points
of elements is too simple, so some scholars have added neighborhood relation to LOF
algorithm. Therefore, the calculation method of outlier factor is more accurate, and the
most remarkable feature of the algorithm is to avoid the possible misjudgment of edges
when multiple elements are too close.

Let the element in dataset d is oi andthe other element is pi, then the distance between
objects oi and pi is:

d(p,o)=

vuut
dX

i=1

�
pi�oi

�2
. (11)

If the relationship between k neighborhood and d(p,o) is equal, the following conditions
must be satisfied:

(1) There are at least k element, h2D, which satisfies d(p,h) 6 d(p,o);
(2) There are at most k�1 element, h2D, which satisfies d(p,h)> d(p,o).
Then the k-neighborhood distance of p is defined as: Nk�distance (P) = Q|P 2

D^ d(P,Q)6 k� distance (P), where Q is the k-neighborhood element points of P.
Then the inverse k-neighborhood of P is defined as follows:

RNNk(p)=
�
q|q2D,p2NNk(q)

 
(12)

(3) For any point P, its attainable precision, that is, the inverse of the k-neighborhood
distance object of P is:

den(p)= 1
k�dis(p)

. (13)

According to (Eq. 13), the outlier factor of point P in the improved LOF algorithm can
be defined as:

INFLOk(p)=
denavg (ISk(p))

den(p)
. (14)
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In (Eq. 14), den and ISk can be defined as:

denavg
�
ISk(p)

�
=

P
o2IS(p) den(o)��ISk(p)

��
ISk(p)=NNk(p)[RNNk(p)

(15)

It can be seen that the LOF algorithm with neighborhood relation considers both
positive and negative k-neighborhood distances, which can effectively represent the density
characteristics of data center points. It can be seen from the above definition that if the
value of the selected data fixed point P is 1, which means that the data density of the point
P is close to the data points in its field; If the value of the selected data fixed point P is not
equal to 1, it means that P is in an area with low density or high density, and the fixed
point P is an abnormal data point. In order to further improve the selection ability of data
attributes, when calculating the distance of k-neighborhood, the weighting algorithm is
used to determine the information entropy of data attribute features.

Assuming X is the value of a random variable, and its data set of random variables is
defined as S(X), then the data entropy of X is:

E(X)= �
X

x2S(X)
P(x)log[P(x)]. (16)

The premise of calculating weighted distance is to define the outlier attribute of data,
which can be defined as:

wi =
P

i
E (Ai)

d
. (17)

The weighted distance of the data can be defined as:

d(p,q,w)=
dX

i=1

wi

�
fAi
(p)� fAi

(q)
�2

. (18)

If the data is used to characterize the characteristics of outliers, the weight value will be
greater than 1; If the data does not belong to the characteristics of outliers, the weight value
is 1, which has no influence on the whole data.

EXPERIMENT AND ANALYSIS
Classification e�ect of financial data
The experiment is based on the MATLAB platform, and the classification attribute of
financial data is 12. Under the guidance of business process, the sampling scale of statistical
information of financial data is 1,000 MBit, and the simulated data set includes two
partitions with the size of 36 MB. To verify the effectiveness of this method in classifying
financial data, the following comparative experiments are designed. Taking the methods
adopted in Zhang (2018) and Xiong et al. (2018) as a comparison scheme, the accuracy of
financial data classification by different models is tested, and the comparison results are
shown in Fig. 3.
Analysis of Fig. 3 shows that with the continuous increase of the number of experimental

iterations, the accuracy of different systems is constantly changing, showing a downward
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Figure 3 Accuracy of financial data classification of different models.
Full-size DOI: 10.7717/peerjcs.1231/fig-3

trend. Among them, the accuracy of the method in Zhang (2018) decreases the most, and
its accuracy is also lower than the method in this article and the method in Xiong et al.

(2018). In addition, the accuracy decline of the method in this article is similar to that of
the method in Xiong et al. (2018), but the accuracy of the system in this article is higher,
which proves that the misclassification rate of the financial data classification system in this
article is low and can effectively improve the statistical analysis ability of financial data.

Abnormal data detection results
This experiment will analyze and verify the accuracy and effectiveness of the target
algorithm, so the data set selected in this article is the KDD-CUP1999 data set with
similar characteristics to financial data. Figure 4 shows the experimental results of the LOF
algorithm and the NLOF algorithm on the KDD-CUP1999 data set. In the experiment, the
accuracy of adding mesh reduction and information entropy to the algorithm for attribute
weighting is compared.
As can be seen from Table 1, grid number reduction has no influence on the accuracy of

the model. After introducing information entropy to give different weights to attributes,
the accuracy on the KDD-CUP1999 data set is improved. The accuracy of NLOF is 89%,
that of NLOF (without information entropy) is 84%, and that of the LOF algorithm is
84%. The former two are the same, but the latter two are the same, and the former two are
better than the latter two.

Figure 4 shows the running efficiency comparison of the LOF algorithm and the NLOF
algorithm on single machine and cluster respectively.

As can be seen from Fig. 4, at the beginning, the running path of NLOF algorithm on
a single machine is not as efficient as the LOF algorithm, which is mainly because NLOF
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Table 1 Comparison of accuracy of the NLOF algorithm.

Accuracy/%

NLOF 89
NLOF (without mesh reduction ) 89
NLOF (without information entropy) 84
LOF 84

algorithm needs to divide the information entropy difference to calculate the weight of
each attribute. With the growth of data, it gradually shows that NLOF algorithm is more
efficient than the LOF algorithm, it mainly because the NLOF algorithm does not calculate
the LOF value of all data sets, but first reduces the data with grid, eliminates a large number
of non-abnormal points in high-density areas, and only needs to calculate the LOF value of
data in sparse areas, which greatly reduces the calculation amount of the NLOF algorithm.

Then we compare the running efficiency of NLOF algorithm on a single machine with
that on a cluster. As can be seen from Fig. 4, at the beginning, the efficiency of the NLOF
algorithm on the cluster is not as high as that of the NLOF algorithm on a single machine.
This is mainly because when the parallel NLOF algorithm runs on the cluster, it takes a
certain amount of time for each node to start and initialize its tasks. When the amount of
data is not large, its efficiency is not obvious. However, when the amount of experimental
data is large, its efficiency is obviously higher than that of running on a single machine.
With the increase of data, the efficiency of the parallel NLOF algorithm becomes more and
more obvious.
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CONCLUSION
Using the parallel algorithm to analyze financial big data can effectively improve the speed
and accuracy of algorithm identification. Based on the distributed Hadoop architecture,
In this article, MapReduce, the fuzzy clustering algorithm and NLOF are used for parallel
operation, which helps to improve the accuracy of the algorithm in calculating outliers, and
effectively avoids the probability of misjudgment at the edge of elements when multiple
elements are too close. In addition, the attribute classification of financial data are combined
with the business process, where the fuzzy cluster distribution of business process is taken
as the central vector, and the automatic classification of financial data is realized by the
segmented detection method, thus the improved design of classification algorithm is
realized. The results show that the training performance of the proposed algorithm on the
KDD-CUP1999 data set is good, and when the experimental data is large, its efficiency
is obviously higher than its running efficiency on a single machine. The financial data
management platform based on distributed Hadoop architecture proposed in this article
can improve an enterprise’s business management and analysis ability of financial data.
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ABSTRACT
In smart cities, the fast increase in automobiles has caused congestion, pollution, and
disruptions in the transportation of commodities. Each year, there are more fatalities
and cases of permanent impairment due to everyday road accidents. To control
traffic congestion, provide secure data transmission also detecting accidents the IoT-
based Traffic Management System is used. To identify, gather, and send data,
autonomous cars, and intelligent gadgets are equipped with an IoT-based ITM
system with a group of sensors. The transport system is being improved viamachine
learning. In this work, an Adaptive Traffic Management system (ATM) with an
accident alert sound system (AALS) is used for managing traffic congestion and
detecting the accident. For secure traffic data transmission Secure Early Traffic-
Related EveNt Detection (SEE-TREND) is used. The design makes use of several
scenarios to address every potential problem with the transportation system. The
suggested ATM model continuously modifies the timing of traffic signals based on
the volume of traffic and anticipated movements from neighboring junctions. By
progressively allowing cars to pass green lights, it considerably reduces traveling time.
It also relieves traffic congestion by creating a seamless transition. The results of the
trial show that the suggested ATM system fared noticeably better than the traditional
traffic-management method and will be a leader in transportation planning for
smart-city-based transportation systems. The suggested ATM-ALTREND solution
provides secure traffic data transmission that decreases traffic jams and vehicle wait
times, lowers accident rates, and enhances the entire travel experience.

Subjects Agents and Multi-Agent Systems, Artificial Intelligence, Data Mining and Machine
Learning, Security and Privacy, Internet of Things
Keywords Smart cities, Internet of Things, Deep learning, Traffic management system, Accident
detection, Secure early traffic-related EveNt detection, Adaptive traffic management system
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INTRODUCTION
There are 1.35 million mortality cases reported each year globally, accounting for 2.2
percent of the global population (Lilhore et al., 2022). Each year, more deaths and instances
of permanent impairment are due to everyday traffic accidents. The primary causes of
traffic accidents are speeding, careless driving, driver exhaustion, stray animals on the
roadways, and inadequate infrastructure. Due to the emergency medical services’ slow
reaction, most fatalities and impairments in these incidents occur. The period immediately
following a traumatic injury is referred to as the “golden hour,” during which rendering
immediate, lifesaving surgery and medical care raise the likelihood of human survival by a
mean of one-third (Olariu & Popescu, 2021).

The IoT for Information Technology Management (ITM) is now directly connected to
many objects, including automated vehicles, cooperative transportation systems, and
intelligent roadways, which improves data transmission and creates diverse connectivity
and low-bandwidth gadgets in high-capacity locations all over the world. India is an
emerging nation, and according to NSO research (Mateen et al., 2022), its GDP will decline
by 7.7.

A frequently employed method of resolving traffic management difficulties is an ITM
system. ITM systems can improve logistics and passenger transportation by reducing
traffic congestion. The innovations used to raise people’s standards of living will determine
how smart and long-lasting the growth of IoT-based ITM Systems is. ITM initiatives must
include smart-city governance, which develops planning techniques for improved laws.
The social policy of innovative services is one of the critical tenets of the smart-city
management system (Hina, Soukane & Ramdane-Cherif, 2022).

IoT refers to connecting physical objects to the internet to build intelligent networks
and wireless transmission connections using cutting-edge technologies like ITM. A novel
information exchange model that supports ITM is communication among IoT-based
vehicles. IoT combines data collecting, sensor data processing, and computation to handle
successfully and sustain traffic networks (Jelínek, Čejka & Šedivỳ, 2022). A timer for each
phase in autonomous transportation includes a traffic light, though. Another technique for
tracking cars uses electronic detectors. Road traffic exists despite the employment of
computerized traffic-control sensors to manage it. An intelligent transportation system can
resolve traffic jams and other challenges (Parihar, Dasari & Bhagwat, 2022).

An AALS system is suggested in this study to identify car accidents and notify nearby
automobiles. Therefore, because the entire structure is situated on the other side of the
road, no modifications to new or EVs are necessary, giving rise to the novel idea of smart
roads. An intelligent road can detect any incident on the road. The AALS system uses the
event-driven wireless sensor network (EDWSN) protocol (Olayode et al., 2022) to
communicate among nodes inside the event of an incident. Usually, every node is separate
from the others. To find event, every node functions independently. The AALS system
recognizes an accident when it occurs on a portion of an SR using its sensing capabilities
and delivers light and audible alerts.
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Intelligent cities allow AI, DL, and IoT-based systems, including embedded linked
devices, IoT sensors, intelligent traffic-control systems, intelligent streetlamps, and
intelligent roadways, to collect and analyze data. These metropolitan regions use the
information obtained to optimize their public utilities, infrastructure, and things that
communicate with various platforms, including Industry 4.0, intelligent buildings, smart
cars, brilliant agricultural production, and innovative healthcare systems. This article
shows the design and implementation of an ATM based on DL and IoT.

The main contribution of the proposed method is given below:

! The proposed method uses an accident alert sound system (AALS) to detect accidents
and alert vehicles in smart cities.

! Identifies current traffic circumstances and identifiable patterns in the flow of traffic,
allowing SEE-TREND to forecast impending traffic events and notify relevant parties of
their tendency to occur.

! One of its key advantages is the capability of the suggested ATM-ALTREND structure to
interact with any adaptable approach without requiring changes to the traditional
architecture.

The rest of our research article is written as follows: Section 2 discusses the related work
on smart city transportation systems, accident detection, and machine learning methods.
Section 3 shows the general working methodology of the proposed work. Section 4
evaluates the implementation and results of the proposed method. Section 5 concludes the
work and discusses the result evaluation.

RELATED WORKS
The authors of Bhatia et al. (2022) described an intelligent transmission-control system
using cloud viewpoint and ML techniques. The cloud picture API is used to identify the
concentration and driving experience. Its following traffic intersection’s visuals are
recorded and preserved in the cloud database. Additionally, the situation is transferred to
the next traffic light. The previous traffic signal, which is now operating, will monitor how
the next traffic light performs and then carry out the activity by the circumstances.

The researchers of Kaginalkar et al. (2021) showed that all these techniques could assist
us in anticipating traffic behavior, automated traffic-signal administration, parking
recognition, and detection of surrounding objects/vehicles, all of which can boost the
safety and effectiveness of ITM. However, improving traffic control is still challenging
(Silva, Andrade & Ferreira, 2020). Numerous studies focusing on IoT-based intelligent
traffic-control systems have been carried out. Increased traffic monitoring systems have
been shown by the writers of Gatto & Forster (2020), to alter bright metropolitan regions.

According to Cao & Wang (2020), the foundation of services and facilities for urban
planning is automatic traffic detection. Intelligent connection sensor networks calculate
traffic flow, foresee traffic snarls, and adaptable manage traffic flow. Once done correctly,
this raises awareness to a point where resources and equipment may be used more
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efficiently. In Schneider, Lugner & Brandmeier (2019), road traffic, utilization, and average
densities extensively used vehicle congestion assessments. The majority of this data was
gathered from images and videos captured by machine vision software. For this specific
situation, the authors of Sequeira et al. (2020) presented an IoT-enabled monitoring system
to collect, run, and consolidate real-world traffic patterns.

The researchers suggested an IoT-enabled control system (Bugeja et al., 2020) to
acquire, manage, and aggregate real-world traffic conditions. Their main objective was to
improve the range of motion while disseminating important traffic information about
traffic jams and unforeseen crashes via the highway signaling system. A framework was
used by Javed, Zeadally & Hamida (2019) to investigate the usefulness of the traffic state.
The testing results show slight inaccuracy in the forecast of highway occupancy and good
vehicle detection and tracking precision.

The development of deep automated learning (DL)-based system (Tian et al., 2020) for
accident detection using visual information. The method uses temporally ordered graphic
elements to illustrate traffic crashes. In conclusion, the system design consists of a phase
for extracting visual features and identifying transient patterns. During the learning phase,
sensory and spatial characteristics are learned using convolution and recurrent layers. An
accuracy of 98% was reached in detecting accidents in publicly available road accident
records, suggesting a great capacity for detection regardless of the road surface.

The detection of objects requires an intelligent platform to detect them objects
effectively in the transport system (Zhang et al., 2021). The trajectory design using
multilayer spatial networks achieves optimal solutions (Jia et al., 2022). Image detection
requires intelligent semantic technology to detect objects in the urban background
perfectly (Zhou et al., 2021). Recently digital twin algorithms are widely used in VANET
for secure energy optimization (Chen, 2022). Due to improper traffic, the management
environment is highly polluted and brings harm to human life (Xiao et al., 2020). Routing
and navigation are key requirements of smart vehicle technologies (Xiao et al., 2021; Sun
et al., 2021). For guiding the path, the Saccades Recommendation is used by drivers in
urban areas (Xu et al., 2022). Recent developments in technology help blind people or
sight-impaired people in traffic analysis and the selection of the optimal path (Xu et al.,
2021; Ren et al., 2022).

The train is the biggest network and the transport system needs the utmost intelligence
to control the traffic or delay in travel (Yin et al., 2022; Xiao et al., 2022; Zhuang et al.,
2022). The features extracted for the traffic system are processed to wavelet filters to
remove unwanted noises in features (Liu et al., 2022b). Wireless data transmission or wide
band coverage become a major issue in traffic analysis applications (Liu et al., 2022a; Feng
et al., 2022). Location tracking for logistics applications uses supervised learning
techniques for object detection (Dai et al., 2022; Xie & Sun, 2022). The wireless
communication system plays a vital role in transferring data in a secure and quick manner
(Yang et al., 2022). Path planning using graph networks (Xie et al., 2022) helps in tracing
an optimal path from source to destination (Cao et al., 2022). A deep learning-based
classification algorithm for classifying roadside data is discussed in the article (Shen et al.,
2020; Zheng et al., 2022b). This research collects roadside data and performs analysis for
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Table 1 Existing work based on IoT and various transport methods.

Author Essential method Algorithms used Traffic
congestion

Advantages

Dass, Misra &
Roy (2020)

Identifying traffic
congestion

ML and IoT True Intelligent route transfer and automated traffic detection techniques.
The accuracy of identifying congestion must be done in time.

Deng et al. (2020) Collision avoidance Internet of Things,
Big Data

True Create a transport strategy that avoids collisions security in the
network is not ensured

Cheng et al.
(2020)

Intelligent transport
system

ML, IoT True Nothing collided an improvement in rout ability enhanced safety
suggest improved ML techniques for ensuring safety

Jan, Min-Allah &
Düştegör (2021)

Pollution and
collisions in traffic
control

IoT, Deep Learning
and Neural
Networks

True Energy-saving collision control technique optimized strategy can be
used to identify the final solution

Asha et al. (2022) Efficient, smart
transportation

Cloud computing,
IoT

True Intelligent route finding with no collisions. Cloud alone cannot ensure
the security of big data and processing time is not discussed

Bugeja et al.
(2020)

Intelligent
transportation
planning

ML, IoT False Design for a smart city and parking infrastructure. Computation
complexity is high

Ota et al. (2017) Smart transportation
and air quality

IoT, Cloud
Computing

True Pollution prevention and congestion management. Accuracy needs to
be improved

identifying traffic (Zheng et al., 2022a; Ban et al., 2022). The detection of objects (Li et al.,
2021) using transfer learning can achieve an accuracy rate of more than 95. The fusion of
sensors helps to predict the objects or collision objects in a better way (Du et al., 2021).

The issue only affects car accidents; motorcycles, bikes, and walkers are not included.
Table 1 shows the various methods used for transport systems.

PROPOSED METHODOLOGY
The proposed method uses an Adaptive Traffic Management system (ATM) with an
accident alert sound system (AALS) and Secure Early Traffic-Related EveNt Detection
(SEE-TREND) for a secure and intelligent transport system. The proposed method
consists of four layers for developing an innovative and safe transport system. Initially, the
application layer monitors the vehicle’s location and image tracking, and then the accident
alert sound system tracks the accident. The next layer is the service layer which gathers
data, and then the collected data is pre-processed. The third layer is the network layer
which is used for data communication. In this layer, Secure Early Traffic-Related EveNt
Detection is used for transferring vehicle data securely. Finally, the sensing layer which
collects the data with the help of sensors. Figure 1 shows the architecture of the proposed
method.

Application layer
In this layer, the vehicle location, vehicle image tracking, and then the attack detection
phase is implemented.

Tracking the location of vehicles
The suggested ATM-ALTREND system aids in selecting routes with greater accuracy. The
lower limit precision level of the test is used to evaluate the quality of the model. However,
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let us assume the suggested model produces the lower bound with the appropriate level of
precision. If so, it is evident that good, efficient pathways exist, and all other, less effective
communication channels have been eliminated. However, there need to be more routes if
the lower bound is higher than the anticipated precision rate. The set of essential ways for
efficient vehicle positioning is expanded. The functional design of the proposed vehicle

Figure 1 Architecture of proposed method. Full-size DOI: 10.7717/peerj-cs.1259/fig-1
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position monitoring system module is shown in Fig. 2. Information is gathered in the
initial stage utilizing the sensors and photography equipment. Preparing data after sensors
or cameras have captured it is an essential part of ITM. When preprocessing data, missing
value estimate techniques are employed. The gathered data are processed using the
processing method, and the dataset is then trained using the training method. Traffic
information and the precise position of the vehicle are gathered.

Feature clustering
After tracking the locations of the vehicle, the feature clustering process is held. To avoid
feature clustering, a graph is created. The nodes in the network (feature groups) reflect
vehicle sightings, the edges represent connections between path clusters, and the nodes
represent feature routes. For each trait and characteristic at a given time (TIi):

! If the estimated total individual movement is sufficiently large, features discovered at a
time interval (TIi) for the frame (FRi) are selected and tracked for a threshold number of
frames. A Euclidean distance minimum connects almost all newly produced features
that are extracted to the currently recorded characteristics.

! The higher and lower limit intervals are updated along with an approximation of the
distance (Disti;j) between all currently monitored sets of connected functionality (LIfi;j).
The amount of the features separation threshold is represented by the Dfseg . The
attributes of the connected automobiles are described in (1).

Figure 2 Tracking of vehicle’s location. Full-size DOI: 10.7717/peerj-cs.1259/fig-2
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Max TIidij TIið Þ #Min TIidij TIið Þ
! "

. ðDfsegÞ (1)

$ The related aspects of the graph are identified. Every combination of feature pathways
that make up a related component, or vehicle observation, represents one. Let us assume
that a component no longer has any functionality that is documented. The properties of
the vehicle assumption (velocity vectors, centroid location, and vehicle type) are
estimated after the characteristics are removed from the graphs.

Accident detection using accident alert sound system
By using intelligent traffic control during Multiple Vehicle Collisions (MVCs), an ITM
system can lower the likelihood of accidents and the number of unintentional fatalities
(MVCs). To prevent MVCs, a system operating outside the car is required for accident
detection and alarm generation for approaching vehicles. Here, a novel idea for creating
intelligent highways is presented. Various types of sensors and actuators are fitted in smart
roads (SRs) for the automated detection of accidents. Nodes in SRs (a separate system) are
spaced roughly 50 m apart. You can use their previously saved placements since these
nodes are attached to the road’s side of the road. To facilitate the quickest rescue effort and
minimize damage, a node that notices an accident notifies its previously saved position to
an EOC (Emergency Operation Centre). An AALS alert system that warns drivers of
oncoming cars or accidents is the critical component of the SR.

The AALS is explicitly created for EVs and EVs to prevent MVCs. The majority of past
research has attempted to develop a system that enables automobiles to feel one another
and interact with one another via devices. In other words, they strive to equip every car. It
is challenging to outfit all vehicles with the same communication and preventive system. A
protection system installed at the manufacturer may be present in modern cars. The
method employs a siren and a golden yellow blinking light to warn passing drivers of an
accident.

Red and golden yellow light are seen from afar and in poor weather, claims one research
of several colored lights. Since traffic lights already employ red lights, adding golden yellow
light is a wise choice. A loud siren is another alternative method of warning motorists,
allowing them to hear it and take action to prevent an MVC, particularly in BWC. These
notifications are produced automatically. Both sides of the street will have the proposed
system implemented.

The primary purposes of the AALS technology are accident detection coming from
external cars (i.e., from the side of the road) and accident notification to oncoming traffic
via light and sound flashing. This only works whenever the reset button is hit or the AALS
detects an accident. Certain things happen whenever an accident occurs. For instance,
screeching noises are made when the brakes are applied quickly, and loud noises can be
detected far away when a car collides with a different one. Glass shattering makes an
audible noise; a burning car raises the atmosphere’s temperature and releases smog; if a
vehicle immediately stops in the center of the road, it creates a hazard for other vehicles. A
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flawless accident detection system is available by considering all of these elements. The
suggested method’s stages for network nodes are displayed. Figure 3 shows a basic block
design of a node in the suggested AALS system.

The microcontroller receives input from the microphone, infrared, smoke, and HC-12
sensors. To find fires, a smoke sensor is employed. The microphones capture the audio and
transmit it to the microcontroller that analyzes the levels with a predetermined threshold
when it comes from a vehicle collision or hitting an item. If the level exceeds the threshold,
an accident is declared. Therefore, the microcontroller dismisses the sound if it is not
louder than the threshold. The IR sensors sense objects on the roadway concurrently in the
interim. The microcontroller analyses the IR signal to see if it falls below the
predetermined threshold and if more than 5 min have passed.

Vehicle image processing in IMT
This technology uses pictures and electronic systems built into the roadways first to
identify the automobiles. In addition to the traffic signal and sensors, the webcam will also
be put in place. This will record visual data trends. Anomaly detection is the best choice to
control the change in the status of the traffic light. A green signal over an empty roadway
can decrease lost time and lessen traffic jams. Additionally, as it uses actual traffic-image
data, it is more reliable at predicting the presence of vehicles. More significant than all

Figure 3 Block diagram of AASS module. Full-size DOI: 10.7717/peerj-cs.1259/fig-3
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other designs that rely on recognizing the vehicular surface material, it examines the
usefulness and procedures.

Vehicle communication
The sensors identify the car and its communication devices and continuously track its
position in the traffic flow. Information is sent and shared amongst vehicles using IoT
sensor devices in a manner that aids in reducing traffic and assuring travel safety. The
platform is designed to alert users in advance of vehicular and dangerous driving
situations, effectively handle accidents and fatalities, and address problems with data to be
recognized by motorists on the road for safe traveling. Additionally, it is essential to
communicate the information to the drivers by obtaining an astronomically large number
of previously accurate statistics depending on the present traffic circumstances. In
VANET, communication is crucial and is facilitated through the roadside unit (RSU).

Secure traffic data using secure early traffic-related EveNt detection
Remember that SEE-TREND gathers traffic information from passing vehicles to become
aware of conditions relating to traffic. Since the cars in localized cohorts experience the
same traffic conditions, it should be no surprise that this information is strongly correlated.
As a result, particularly in areas of heavy traffic, it is optional to gather data from every
passing car; instead, we will focus on investigating the issue of probability collecting data.

Suppose that its Traffic Monitoring Unit (TMU) throws a biased coin that comes up
tails with probability p and captures information from a particular moving car with
probability p rather than gathering information from every passing vehicle. Assuming also
that, for such application-dependent value >0, the data gathered from k cars results in the
accurate detection of a traffic-related incident with probability 1! ek. Let AEn become the
instance when based on the aforementioned hypotheses, n passing cars are sufficient to
accurately detect a traffic occurrence.

Let Hr serve as the random vector that determines the number of the n passing cars that
have contributed traffic data. By training for the upcoming Hr, we now

Pr AEn½ # ¼
Xn

k¼0

Pr½AEnjHr ¼ k#Pr½Hr ¼ k#

¼
Xn

k¼0

n

k

! "
pkð1! pÞn!kð1! e!akÞ

¼
Xn

k¼0

n

k

! "
pkð1! pÞn!k !

Xn

k¼0

n

k

! "
ðpe!aÞkð1! pÞn!k

¼ 1! ½1! pð1! e!aÞ#n

(2)

In addition, the vehicle arrival rate, which in turn is based on traffic flow, affects the
value of n. A specific TMU can calculate the number n of entries per unit of time if it is
informed of the frequency of traffic flow. This will then make it possible to calculate p. If
the traffic flow intensity allows, the TMU can consciously choose not to gather information
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from a certain number of vehicles. This will decrease TMU power usage without affecting
the time it takes to notice a problem connected to traffic.

SEE-TREND security solutions implementation
The SEE-TREND was created to permit the anonym collection of data while guarding
against impersonation attempts. We now go over potential methods for ensuring security
against DoS and confidentially threats.

Security from privacy attacks is included in SEE-TREND. Even from a position along
the roadside, the attacker cannot understand the handshaking technique between a TMU
and a moving car since it uses encrypted data. Establishing frequencies for communication
between the TMU and the moving vehicles is an essential component of the handshake. By
doing this, the opponent will be unable to understand the future data exchange.

Although these protection measures are currently in place, a variety of problems still
exist and will be looked upon in this suggestion. Among the main challenges of SEE-
TREND is minimizing the effects of DoS assaults, which can take many different forms.
Two opponents, X and Y, acting simultaneously, each placed by the edge of the highway
near neighboring TMUs A and B, try the following technique in one type of DoS attack:
The keys for the new vehicle are all picked up by X and sent to Y via TMU A. Y will then
communicate to B while posing as a legitimate vehicle.

Whenever the vehicles that provided the key try to connect TMU B, the request would
be refused because the opponent has already utilized the one-time key, which TMU B will
recognize as fake (as the time stamps do not match). This type of DoS attack could
intentionally spread out all the traffic shown by TMU B if there are a lot of new cars, which
would delay the duration it takes for SEE-TREND to identify an incident.

Fault tolerance is a significant concern in SEE-TREND. The fundamental question, in
this case, is how SEE-functioning TRENDsmay be maintained when a TMU is shut off due
to a failure or energy outage. Assuming a vehicle moves among TMUs D and E on the two-
lane road portion depicted in Fig. 4. These TMUs share the time-varying symmetric key m
(D, E, t) that encrypts all messages sent between them. The data that D posted are lost if E
is disabled because the subsequent active TMU, F, cannot decipher them. This effectively
makes the vehicle “fresh,” which may negatively influence how quickly data is collected for
SEE-TREND.

Figure 4 Clustering and fault tolerance in SEE-TREND are illustrated. Full-size DOI: 10.7717/peerj-cs.1259/fig-4
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We next go over a potential method for implementing fault tolerance in SEE-TREND.
As seen in Fig. 4, the goal is to create a straightforward clustering algorithm on the
collection of TMUs by clustering together k, (k > 2), neighbouring TMUs. The clustering
factor, or k, will be used from now on. Every TMU in this clustering method only joins one
cluster, leading to fragmented clusters as a consequence.

According to the theory, communications can transmit successfully from end to end in
accordance with the SEE-TREND semantics as soon as each cluster has an active TMU.
The TMUs can be clustered either statically or dynamically. Each TMU is aware of the
identity of the clusters that it participates in either scenario. Let’s examine a SEE-TREND
made up of n successive TMUs with a clustering ratio of k, (1 ! k , n), to see how much
fault tolerance our clustering strategy provides. The likelihood that, under incident X, SEE-
TREND would failure to transmit messages end-to-end is a solid indicator of fault
tolerance. To calculate this likelihood, we consider at the sequencing of n TMUs as a
sequence of n characters A and D, where A stands for an active TMU and D for a disabled
one. We then suppose that TMUs fail separately of one another with certain technology-
dependent chance p.

Xn
k

i¼1

n
k
i

! "
pki ð1$ pkÞ

n
k$i ¼ 1$ ð1$ pkÞ

n
k & 1$ e$

npk

k (3)

After outlining SEE components, TREND’s following part goes into how the system
achieves its stated goals.

Mathematical model for ATM-ALTREND
The “platoon-based traffic flow” is the foundation of the suggested ATM-ALTREND
model. A platoon is typically thought of as a group of cars traveling side by side, either
voluntarily or involuntarily.

Each vehicle is predicted to receive an impartially required power V in the suggested
ATM-ALTREND mathematical formula, and the traffic variance, FT (VE), is given.
Automobiles travel continuously if they close the distance to the traffic in front of them.
Once it has caught up, the object immediately slows down to match the speed of the
moving object and follows it while maintaining steady progress.

The road traffic in terms of available capacity vs. time is depicted in Fig. 5. The road
lane’s length is denoted by the letter LE. TVIn denotes the time of entry, TVout denotes the
time of exit for the vehicle, VEi, and (TVhi) denotes the time of headway for the vehicle,
VEi indicated in Eq. (4).

TVout ¼ TVouti ðfor i ¼ 0Þ
MaxðTVouti ; TVouti$1 þ TVhiðfor i ¼ 1; 2; . . . ; nÞ

#
(4)

In Eq. (5) it can be used to compute the time-out TVout. There are no cars near the
boundary configuration when i = 0.
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TVout ¼ fTVin
i þ ðL=VEiÞg (5)

Let PV (EVs) represent the probabilistic likelihood of an N-car platoon attempting to
produce an EV event. Therefore, EV is the occurrence, and PV (N|EVs) is the probabilistic
likelihood that a platoon of N cars will cause event EVs to occur. At the conclusion of the
evaluation phases, the likelihood PVPrimaryVE (N) that a particular new car will be the lead
vehicle in a platoon of n cars given in Eq. (6).

PVPrimaryVE Nð Þ ¼ lim0%1PV EVsð Þ & PV NjEVsð Þ & FVEðPVÞdv (6)

MACHINE LEARNING MODELS FOR ATM-ALTREND
Next the machine learning model is used for training and testing the traffic data. The
significant infrastructure required for the development of the smart city, intelligent
transport system is a hotly debated field of study (Ota et al., 2017; Datta & Sharma, 2017;
Simaiya et al., 2020). Additionally, it employs IoT and ML technology to resolve disputes
in a positive manner (Fig. 5). The dataset contains all relevant information about the traffic
environment. It contains information on the car, the road, and the traffic. The following
steps are involved in this process.

Step 1: The dataset contains vehicle data, road and traffic length and accident locations are
collected initially.

Step 2: The collected dataset is pre-processed and then the pre-processed data is given into
training.

Figure 5 Proposed ITM system design. Full-size DOI: 10.7717/peerj-cs.1259/fig-5
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Step 3: The trained dataset is given into Machine learning method. Here machine learning
based DBSCAN clustering method is used.

Step 4: Next the trained model and testing dataset is evaluated. Finally the desired outcome
is produced.

RESULT ANALYSIS
A MATLAB simulator was used to construct the suggested ATM-ALTREND system. The
suggested system makes use of the three main components (vehicles, infrastructures, and
occurrences) listed in Table 2.

Different traffic situations for linked autonomous vehicles (LAVs) were developed in
order to verify the effectiveness and reliability of the suggested ATM system. (a) Only
when connected to LAVs; (b) where few non-LAVs are present; (c) where both LAVs and
non-LAVs are traveling. Figure 5 depicts the suggested ATM-ALTREND model’s design
methodology for road congested roads with all of moving cars facing ahead.

The proposed method evaluates three scenarios such as only with LAVs, where only
with non-LAVs, and where LAVs and non-linked both types of vehicles are moving.

1. Only with LAVs:
It is the first situation that solely takes LAVs into account. In this case, the traffic is

primarily divided into two groups by the intelligent traffic-management systems. The
control segment (CS) is the first, and merging segmentation is the second (MS). Control
unit (CU), a component of the CS, aids in communication with LAVs (Lilhore et al., 2022).

2. Where only with non-LAVs
Evaluations are required to confirm the viability of suggested ATM-ALTREND

techniques. In order to enable users to evaluate multiple viewpoints, a traffic virtual
environment system must be simple to adjust to different traffic scenarios. On the basis of
vehicular modeling, a baseline sequence of occurrences is created and assessed, with just
fixed-cycle traffic lights monitoring non-LAVs.

3. In which both kinds of vehicles—LAVs and non-linked—are traveling

Table 2 Entities used for proposed transport system.

Entities Sub-unit Characteristics Features

Vehicles Two wheelers, three wheelers and
four wheelers Vehicle Control Unit
(VCU) Road Unit (RU)

ID of the vehicle, efficiency, type of vehicle and lane
automated and manually ID of the lane, name of the lane,
length of the lane, one way or two way

Indentifies the vehicles checks
the control type of the vehicle
describes the road unit

Infrastructure Traffic light, control unit, street light
unit

Installation status, ID of delay duration, speed of the vehicle Describes the street light unit
identifies the V2V
communication

Events Vehicle to vehicle communication
Vehicle to Infrastructure
communication

Signboard, traffic light, speed indicator Identifies the V2I
communication
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The mixed-traffic scenario, in which LAVs and non-LAVs use the same roads, should
be seen as a major obstacle to the widespread adoption of automated cars. The suggested
course of action in this circumstance is tested using system model control approaches.

In order to execute the planned ATM-ALTREND system, IoT sensors will gather real-
time data on vehicular traffic and driving conditions and store it in a data center. Big data
processing methods will be used to analyze the real-time data in the following phase. The
final stage will rely on machine learning techniques to analyze the data. We presume that
the wireless transmission component that communicates with the RSU in the suggested
ATM-ALTREND system is fully installed in motor vehicles. Situated mostly on the
highway, (Fig. 5) is designed to transmit substantial traffic information with other moving
vehicles.

Simulation environment
The simulated results show that the suggested ATM-ALTREND system works better in
terms of the packet delivery ratio, bandwidth, and time delay than the traditional traffic-
management system (Lilhore et al., 2022). This functions best when latency and traffic
conditions (as in scenarios 1 to 3) change. The graphs below show the many factors and
their importance in relation to specific system designs for communicating with packets of
data. A 5,000 m road, 100 vehicles, and four different traveling directions (Channels 1: East
to West, 2: North to West, 3: North to East, and 4: East to North) were used in the test,
which produced the findings.

Traffic moves in both outflow and inflow directions in every simulation. The random
model is the type of model. The likelihood of inbound and outbound traffic is 0.52% and
0.43%, respectively. Three separate scenarios’ simulation results were computed.

Scenario 1
In this scenario, it is only with Linked Automated Vehicles (LAV). The experiment
evaluates the traffic congestion ratio, time means speed, harmonic mean and jam ratio
during whole time. From Figs. 6–9 shows the results of scenario 1. The proposed method
has better performance in experimental results. It reduces the traffic congestion, jam ratio
during whole time. Also it reduces the time mean speed and harmonic mean.

Scenario 2
In this scenario it belongs to non-LAVs, the experiments were carried out by using the
following metrics such as traffic congestion ratio, time mean speed, harmonic mean, and
jam ratio during the whole time. Figures 10–13 shows the experimental results of scenario
2. The proposed method achieves better performance in all the parameters used for the
transport system.

Scenario 3
In this scenario it belongs to both kinds of vehicles—LAVs and non-linked—are traveling,
the experiments were carried out by using the following metrics such as traffic congestion
ratio, time mean speed, harmonic mean, and jam ratio during whole time. Figures 14–17
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Figure 6 Harmonic speed of scenario 1. Full-size DOI: 10.7717/peerj-cs.1259/fig-6

Figure 7 Traffic congestion of scenario 1. Full-size DOI: 10.7717/peerj-cs.1259/fig-7

Figure 8 Time mean speed of scenario 1. Full-size DOI: 10.7717/peerj-cs.1259/fig-8
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Figure 9 Jam ratio during whole time. Full-size DOI: 10.7717/peerj-cs.1259/fig-9

Figure 10 Traffic congestion of scenario 2. Full-size DOI: 10.7717/peerj-cs.1259/fig-10

Figure 11 Harmonic mean of scenario 2. Full-size DOI: 10.7717/peerj-cs.1259/fig-11
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Figure 12 Jam ratio during whole time of scenario 2. Full-size DOI: 10.7717/peerj-cs.1259/fig-12

Figure 13 Time mean speed of scenario 2. Full-size DOI: 10.7717/peerj-cs.1259/fig-13

Figure 14 Harmonic mean of scenario. Full-size DOI: 10.7717/peerj-cs.1259/fig-14
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Figure 15 Time mean speed of scenario 3. Full-size DOI: 10.7717/peerj-cs.1259/fig-15

Figure 16 Traffic congestion of scenario. Full-size DOI: 10.7717/peerj-cs.1259/fig-16

Figure 17 Jam ratio during whole time of scenario 3. Full-size DOI: 10.7717/peerj-cs.1259/fig-17
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shows the experimental results of scenario 3. The proposed method achieves better
performance in all the parameters used for transport system.

Confusion matrix for clustering DBSCAN and machine learning
method
A traffic simulator without collisions is the MATLAB simulator. A DBSCAN technique
based on machine learning will be used to find the accident in the following stage. The
clustering results of DBSCAN and ML techniques for accident avoidance are shown in
Table. A vehicle is under the pressure to stop in a specified spot. Complete stops can also be
seen as important accidents on a particular stretch of the road. Transportation systems can
be complicated by vehicles operating alone, by drivers who are also passengers, or both.
Potential crashes can be avoided by recognizing such situations and activating approaching
vehicles. Each vehicle in the simulation must come to a complete stop at a road view every
95 s. In Fig. 18 the confusion matrix of the clustering method is evaluated. The clustering
method uses two types of clusters normal and anomaly. The proposed method ATM-
ALTREND detects the normal and anomaly cluster type among the vehicle count.

CONCLUSION
In this work, an Adaptive Traffic Management system (ATM) with an accident alert sound
system (AALS) is used to manage traffic congestion and detects an accident. The intelligent
transport system alerts vehicles during accidents and minimizes collisions during traffic.
Secure Early Traffic-Related EveNt Detection (SEE-TREND) is used for secure traffic data
transmission. The ATM-ALTREND model that has been developed provides.

! On-site auto operations.

! Smart parking.

! The application of traffic-management strategies for the creation of an intelligent
transportation system.

Figure 18 Confusion matrix. Full-size DOI: 10.7717/peerj-cs.1259/fig-18
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The plan aids in tracking vehicle travel, allowing for the analysis of traffic in a particular
area. The SEE-TREND minimizes intrusion and secures the traffic data during data
transmission. In this work, three scenarios are when connected to LAVs, where few non-
LAVs are present, and where both LAVs and Non-LAVs are traveling. In these three
scenarios, the proposed ATM-ALTREND outperforms better than the existing work.
Vehicle traffic management systems have been increasingly interested in automatic
accident detection. Keeping an eye on a collision will help us prevent future occurrences
that might be similar, and it will make it easier for security services to reopen the road
segment to various vehicles. With the use of vehicle locations and average speeds, we were
able to demonstrate that traffic activity could be assessed convincingly. Drivers closest to
the accident scene may also view unusual roadway incidents as a potential threat. It was
discovered that the suggested ATM-ALTREND system outperformed the currently used
traditional processes.
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Research on fault location algorithm of
TPSS based on PSOA
Yunqian Jia

Shanghai Institute of Technology, School of Railway Transportion, Shanghai, China

ABSTRACT
It is extremely important to research traction power supply system (TPSS) protection
technology in order to ensure the safe operation of urban rail transit. A TPSS includes
rails, return cables, rail potential limiting devices, one-way conducting devices,
drainage cabinets, ballast beds, and tunnel structural reinforcements. In urban rail
transit, on the basis of the dynamic characteristics of the TPSS, a fault location
algorithm based on particle swarm optimization algorithm (PSOA) is developed. An
evaluation of multi-point monitoring data is proposed based on fuzzy processing of
the average value of polarization potential forward deviation and multi-attribute
decision-making. Monitoring points and standard comparison threshold values are
determined by the distribution law of stray currents. In conjunction with the actual
project, the model is trained using field measured data. Based on the results, TPSSOA
is able to achieve optimal discharge current control, reduce network losses and
improve power quality. Moreover, the reconstruction results demonstrate the high
usability of the proposed method, which will provide guidance to design the TPSS in
the future.

Subjects Algorithms and Analysis of Algorithms, Data Mining and Machine Learning
Keywords Traction power supply, Machine learning, Particle swarm optimization algorithm, Fault
location

INTRODUCTION
Urban development has been restricted by the bottleneck problem of urban internal traffic
development as the economy and urbanization have grown rapidly. Due to its advantages
of large traffic volumes, low energy consumption, safety, fast and punctual comfort, large
and medium-sized cities now rely on urban rail transit to alleviate traffic congestion.
Nearly 120 cities around the world have built urban rail transit systems within the past 100
years, and the operating mileage of these systems exceeds 7,000 km, according to
incomplete statistics. Electric traction system can be divided into DC electric traction and
AC electric traction. A traction power supply system (TPSS) requires constant starting
torque and good speed regulation characteristics. Due to the volume and cost of high-
power converter, AC electric traction is not suitable to be installed separately in each
traction locomotive. However, a DC series excitation motor can better meet these
requirements, so the DC traction system is mostly adopted (He et al., 2019; Liu et al., 2020).
The DC traction system is widely used in urban rail transit system because it has the
following three characteristics: (1) An urban rail transit system (underground tunnel or
light rail) mostly runs through the urban area, and the corridor space of electric traction
line is limited. (2) As a traction load, the locomotive has the characteristics of high density,
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short running distance and frequent changes of running state. Locomotive operation can
be divided into three states: starting, idling and braking. Under different states, the system
current changes greatly with high frequency. The traction current is large when starting,
small when idling, and reverse when braking. (3) In order to increase transport capacity,
on-board equipment should be simplified as far as possible (Zhong et al., 2020).

As an important part of TPSS, the reflux system and its influence have been paid more
attention in the world. A gratifying progress is being made on DC traction power supply
return systems due to the rapid development of urban rail transit. As much as possible, rail
leakage current should be reduced to eliminate stray current from the source. There is still
widespread use of many protection principles and measures summarized by Yang et al.
(2018). Among the specific protection measures outlined by Chen et al. (2020) are:
maintaining a high level of rail ground insulation. Adopt effective grounding and
connection scheme. The upper and lower rails are connected by welding. The stray current
collection system should be reasonably established in order to reduce the resistance of the
return rail and to reduce the distance between traction posts. Track and structural steel are
isolated, especially when ballast bed drainage network is used to ensure that the track is dry
and the drainage is timely. The necessity of monitoring stray current leakage outside the
system is proposed. In addition, high rail potential will cause a lot of stray current leakage,
the comprehensive measures discussed by Chen et al. (2020) included increasing the
voltage on the traction network, increasing the cross-sectional area of return rails, welding
long rails, and reducing the distance between substations. Due to the short circuit between
the track and the ground, the original insulation protection measures designed on the line
will lose the protection function. Taking effective measures for active treatment is therefore
necessary to address the phenomenon.

Many cities have the above problems with their subway operations, and the relevant
protection technology needs to be improved and solved. It is extremely important to
research TPSS protection technology in order to ensure the safe operation of urban rail
transit. On the basis of the dynamic characteristics of the TPSS, a TPSSOA algorithm was
developed. The exhaust flow control is equivalent to duty cycle adjustment based on the
dynamic flow drainage method of multi-point monitoring data. The predictive model can
effectively control discharges after being trained on field data, and using the actual project
to implement drainage control.

RELATED WORKS
Chen et al. (2020) analyzed the characteristics of DC TPSS. Based on the assumption that
the rail ground insulation is uniformly distributed, it was established that rail resistance
and rail ground transition resistance are variables in a continuous distribution model and
relevant formulas are derived and analyzed. Considering the influence of ballast
reinforcement structure, the continuous distribution model of rail, structure and earth was
established. According to Lin, Feng & Sun (2019), the simplified boundary conditions were
adopted in the theoretical analysis, because the parameters were assumed to have a
continuous distribution in the actual situation. The theoretical calculation and simulation
results obtained could not completely correspond to the actual situation. Therefore, the
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various analysis results at this stage can only be used as the reference for qualitative
analysis, and there is a big gap between the accurate calculation of the distribution and
influence of each parameter. As a result of their work, Dai et al. (2021) have developed the
discrete distribution model, given the software program based on one car and one section,
and conducted simulation analyses. They have also calculated the effect of subway stray
current using finite element method, which is the basis for determining the protection
range of stray current and quantifying the influence degree of subway stray current on
surrounding buried metal structures. The traditional circuit theory has encountered many
difficulties in the analysis of reflux system. Many scholars try to use other theoretical
models to analyze the reflux system. Nezevak, Cheremisin & Shatokhin (2018) developed a
model of multi locomotive and multi section using the node equation matrix method,
conducted simulation analysis, and verified the simulation results on the ground. Based on
the electric field theory, hemispherical electrode was used to solve the electric field
distribution under the influence of stray current, so as to calculate the leakage current in
buried metal and predict the corrosion of stray current to buried metal. Zhang et al. (2018)
derived analytical formulas for the track voltage, track current, stray current, rail ground
transition resistance, and other parameters under the continuous and discrete methods,
and carried out simulation analyses.

On the basis of a section of track, Yuan et al. (2019) derived the relationship between rail
ground voltage and stray current. When there is a buried metal structure near the track, the
potential gradient of leakage current is calculated by using field theory. When the parallel
or crossed buried metal is in the electric field, there will be potential difference and stray
current corrosion. The limitations of practical application such as discontinuous transition
resistance and uneven soil resistivity are discussed. According to Lin, Chen & Wang
(2018), stray current distribution in DC traction systems is characterized by time
variations. As a return path, Wang et al. (2020) considered a rail as a ferromagnetic
conductor with an irregular cross-section. When the traction current changes sharply, it is
necessary to analyze the influence of its transient characteristics on the rail potential.
Taking the independent rail as an example, the frequency-domain transient characteristic
parameters are calculated and the transient parameter model is established. The influence
of frequently changing traction current on rail transient parameters is discussed.

TPSSOA SCHEME
PSOA
Based on research on bird predation behavior, Kennedy and Eberharty developed PSOA.
Birds cannot know the exact location of food if there is only one piece in their foraging
range, but they can feel the distance between themselves and the food when foraging in a
flock. Therefore, if you want to spend the least time to find food, the birds can follow the
nearest bird to find food. In the PSOA, the bird swarm is the particle swarm, and a single
bird corresponds to a single particle. The process of PSOA solving the optimization
problem is accompanied by the updating of particle velocity and position. In the process of
algorithm optimization, each particle has its own speed and position, and updates the
speed and position independently.
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At the same time, the particles will constantly adjust the search direction according to
their own experience and the experience of other particles, and finally realize the search of
the optimal value.

The schematic diagram of DG in orbit is shown in Fig. 1. As a final conclusion, the
population is positioned optimally depending on the optimization problem. The updating
formulas of velocity and position are shown in Eqs. (1) and (2).

Xkþ1
id ¼ Xk

id þ Vkþ1
id Xiþ1 ¼ r1k 1# Vidð Þ Vid # kþ 1ð Þ (1)

Vkþ1
id ¼ wVk

id þ c1r1 Pid # Xidð Þ (2)

In the present optimal value formula, Xkþ1
id for the first time kþ 1, the velocity and

position of the second iteration, w. Is the inertia weight, Vid , Xid . The velocity and position
of the second iteration; c1, c2 are the acceleration factor, which is usually greater than 0;
r1; r2 are interval 0; 1½ '. The random constant in the Pid;Xid are the optimal positions of
individuals and populations respectively. Many scholars have made efforts to improve
IPSO, and put forward an improved method to make the inertia weight decrease linearly.
In order to improve the algorithm’s search ability, the compression factor is introduced,
and the inertia weight strategy of nonlinear decreasing is introduced. The above-
mentioned improvement measures can solve simple optimization problems, but when the
problems are complicated, the optimization effect will be greatly reduced. To solve this
problem, this article studies the learning factors in PSO c1, c2. And inertia weight w.
Optimization is performed on three parameters that significantly influence algorithm
performance. The improved inertia weight is shown in Formula (3).

c1 ¼ c1max þ c1min sin 1# tð Þp (3)

c1 is the current fitness value, c1max is the minimum fitness value, c1min is the average
fitness value. It represents the number of iterations that have been carried out so far and
the maximum number of iterations that can be carried out. In this way, with the
continuous iteration of the algorithm, w. In the iterative process, the value of the fitness
value is dynamically adjusted to improve its optimization performance. In addition, this
article also adopts the strategy of dynamically adjusting the acceleration factor based on
the change of fitness value t. It needs to be mapped to chaotic sequences Zi. The mapping
process is shown in Eq. (4).

Figure 1 DG schematic diagram. The schematic diagram of DG in orbit is shown.
Full-size DOI: 10.7717/peerj-cs.1213/fig-1
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Zi ¼ Yi "
Ymin

Yimax " Yimin
(4)

Final chaotic variable Yi is required for the generation process, as shown in Eq. (5).

Yi ¼ Zi Yimax " Yiminð Þ þ Yimin (5)

Specific scheme of TPSSOA
It is commonly used to use integer values of 0–0 as a parameter in urban rail transit
models. The simple power supply network is shown in Fig. 2.

Taking this as an example, because the network only has the main power supply for
power supply, the current direction is that the system power supply flows to the load.
When the fault occurs in the section, the traction network corresponding to the section
monitors the fault current passing through, Thus, for the switch with fault over-current,
the status value of the corresponding node is “1”, whereas for the switch without fault
over-current, the status value is “0”. That is to say, for a single switch node, only the
downstream section fault needs to be considered.

1. TPSSOA firstly collects and uploads the fault current information in real time by using
traction network, and realizes the conversion from fault current information to fault
vector by using improved fault integer programming model, that is, according to the
actual situation of fault current direction detected by traction network, it can be
converted into “1”, “−1” or “0”.

2. Then the switch function of urban rail transit with rail transit is constructed, and the
equivalent fault vector of fault location is calculated. The equivalent fault vector is input
into the algorithm, the population dimension of PSO and the coding length of genetic
algorithm are set as the total number of feeder sections, and the evaluation function is
the objective function of the algorithm.

3. Finally, the optimal particle position of PSO is output to realize the fault section
location. In this article, an adaptive PSO is proposed by dynamically improving the

Figure 2 Schematic diagram of power supply network. It is commonly used to use integer values of 0–0
as a parameter in urban rail transit models. The simple power supply network is shown. Taking this as an
example, because the network only has the main power supply for power supply, the current direction is
that the system power supply flows to the load. When the fault occurs in the section, the traction network
corresponding to the section monitors the fault current passing through, Thus, for the switch with fault
over-current, the status value of the corresponding node is “1”, whereas for the switch without fault over-
current, the status value is “0”. That is to say, for a single switch node, only the downstream section fault
needs to be considered. Full-size DOI: 10.7717/peerj-cs.1213/fig-2

Jia (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1213 5/12

http://dx.doi.org/10.7717/peerj-cs.1213/fig-2
http://dx.doi.org/10.7717/peerj-cs.1213
https://peerj.com/computer-science/


fitness value of the PSOA. Combined with the adaptive genetic algorithm, the search
iteration ability of the adaptive genetic PSOA is proposed.

The corresponding flow chart is shown in Fig. 3. The specific steps of fault location
using the improved algorithm are as follows:

1. There were set parameters such as the number of iterations and the size of the
population.

2. Initiate the population information and construct the switch function and evaluation
function.

3. Calculate the fitness function value and perform the genetic algorithm selection.

4. We calculate the crossover probability of genetic algorithms and perform crossover
operations.

Figure 3 TPSSOA flow chart. TPSSOA firstly collects and uploads the fault current information in real
time by using traction network, and realizes the conversion from fault current information to fault vector
by using improved fault integer programming model, that is, according to the actual situation of fault
current direction detected by traction network, it can be converted into “1”, “−1” or “0”. Then the switch
function of urban rail transit with rail transit is constructed, and the equivalent fault vector of fault
location is calculated. The equivalent fault vector is input into the algorithm, the population dimension of
PSO and the coding length of genetic algorithm are set as the total number of feeder sections, and the
evaluation function is the objective function of the algorithm. Finally, the optimal particle position of
PSO is output to realize the fault section location. In this article, an adaptive PSO is proposed by
dynamically improving the fitness value of the PSOA. Combined with the adaptive genetic algorithm, the
search iteration ability of the adaptive genetic PSOA is proposed. The corresponding flow chart is shown.

Full-size DOI: 10.7717/peerj-cs.1213/fig-3
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5. The mutation probability of genetic algorithm is calculated and mutation operation is
performed.

6. Judge whether the current fitness value meets the convergence condition, and if so,
execute the next step. Otherwise, return to step (3).

7. Output population information and initialize the velocity and position of particles.

8. The current fitness value is solved and the velocity and position of particles are
updated.

9. In the case of a convergence condition being met, execute the next operation if it has
been met.

10. The optimal particle output is the fault section.

When TPSSOA determines a fault point and its opposite bus, it compares the reflected
waves by polarity. Wavelet analysis is used to identify and extract the fault signal, and the
structure and operation characteristics of the metro DC traction power supply system are
different from those of high-voltage transmission lines. In general, there are two incoming
lines and four feeders connected with the up and down lines in the left and right sections
respectively. Moreover, the change of traction load will also bring interference to the
direction discrimination of traveling wave. If the discrimination is wrong, it will cause
great ranging error. Therefore, TPSSOA combines with fault analysis method, calculates
the fault location by the optimized fault location algorithm proposed above, and when the
reflection waves of a fault point and the opposite bus arrive at the measuring end, that is
the time interval when the reflected wave of the fault point arrives. In the area, the accurate
arrival time of fault point reflection wave and opposite bus reflection wave is determined
respectively, and then the fault location is carried out by substituting it into the formula.
Among them, the fault analysis method is applicable to any section of data in the whole
instantaneous process, which requires a small amount of data, and can share the data
source with the traveling wave method without additional workload in data acquisition.

MODEL SIMULATION AND RESULT ANALYSIS
The reference voltage of rail transit traction system used in this experiment is 18 kvA, the
reference power is 10 mvA, and the network load is 3715 þ j2300 kvA. The parameters of
the TPSSOA algorithm is shown in Table 1.

When DG is not connected, when there is no DG in urban rail transit, the status values
of the switch are only “0” and “1”. If there is high temperature, humidity and other harsh
conditions, the fault information collected may be different from the actual value.
Therefore, the information distortion is considered in this experiment. The simulation
results are shown in Table 2.

It can be seen from the results in Table 2 that the fault area can also be accurately located
when multiple sections are in fault at the same time and the fault information is not
accurate. At the same time, the fault section can be accurately determined even if the fault
information of multiple feeder sections is not accurate. As a result of the simulations, the
fault location method proposed can dynamically adapt to the flow of DGs into and out of
the fault, and the experimental results are not disturbed by distorted information. In order
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to reflect the advantages of the improved algorithm in fault location, this article compares
the TPSSOA algorithm with the improved PSOA (IPSO) after introducing the
compression factor and linear decreasing inertia weight. The formula of linear decreasing
inertia weight and compression factor is shown in Formula (6).

w ¼ wmax " wmax " wminð ÞTmax (6)

where, wmax is the compression factor and Tmax ¼ C1. Different fault conditions are set,
and simulation and comparative analysis are carried out in terms of rapidity. DG grid
connection coefficient is set as k1; k2; k3½ & ¼ 11000110111110½ &.

The iterative curves of the two algorithms in fault location are shown in Fig. 4 (No
distortion in single section) and Fig. 5 (no distortion in multiple sections). The horizontal
axis is the number of iterations and the vertical axis is the fitness value. The default fault
location is feeder section (1), and the fault information has no distortion.

It can be seen from the results in Fig. 4 that both algorithms can achieve minimum
values within the maximum number of iterations, but the speed of TPSSOA is the faster
than IPSO. The preset fault location is feeder section (2), and the fault information at
switch (3) is distorted. It can be seen from Fig. 5 that IPSO falls into a local optimal value at
the early stage of iteration. In order to obtain the global optimal value, more iterations are
needed. However, TPSSOA achieves global extremum with less iterations. The comparison
results show that IPSO algorithm can hardly locate multiple section faults with a large

Table 1 Parameters of the TPSSOA algorithm. The reference voltage of rail transit traction system used
in this experiment is 18 kvA, the reference power is 10 mvA, and the network load is 3715 + j2300 kvA.
The parameters of TPSSOA algorithm is shown.

Parameter PSOA DG Testing sample

Population 45 51 35

Max iterations 45 51 35

Dimension 61 23 /

Code length 76 23 25

Table 2 DG access results. When DG is not connected, when there is no DG in urban rail transit, the
status values of the switch are only “0” and “1”. If there is high temperature, humidity and other harsh
conditions, the fault information collected may be different from the actual value. Therefore, the
information distortion is considered in this experiment. The simulation results are shown. It can be seen
from the results that the fault area can also be accurately located when multiple sections are in fault at the
same time and the fault information is not accurate. At the same time, the fault section can be accurately
determined even if the fault information of multiple feeder sections is not accurate. As a result of the
simulations, the fault location method proposed can dynamically adapt to the flow of DGs into and out of
the fault, and the experimental results are not disturbed by distorted information.

Fault Equivalent fault vector Output optimal solution Node

Single fault [110011010001100101001100] [101011010001100101110000] (1)

Multiple faults [100011010001100101111101] [111011010001100101111000] (3)

Multiple information distortion [111011010001100101111101] [100011010001100101111100] (2)
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amount of inaccurate information, and the accuracy of single fault location is not high, so
it is only suitable for simple urban rail transit. The TPSSOA algorithm has high positioning
accuracy and is hardly affected by the increase of fault section and distortion information.
In this article, fault reconstruction experiments are used to demonstrate the effectiveness of

Figure 4 No distortion in single section. The iterative curves of the two algorithms in fault location are
shown. The horizontal axis is the number of iterations, and the vertical axis is the fitness value. The
default fault location is the feeder segment (1), and the fault information is not distorted. It can be seen
from the results that both algorithms can achieve minimum values within the maximum number of
iterations, but the speed of TPSSOA is the fastest and IPSO is the slowest. The preset fault location is
feeder section (2), and the fault information at switch (3) is distorted.

Full-size DOI: 10.7717/peerj-cs.1213/fig-4

Figure 5 No distortion in multiple sections. The iterative curves of the two algorithms in fault location
are shown. The horizontal axis is the number of iterations, and the vertical axis is the fitness value. The
default fault location is the feeder segment (1), and the fault information is not distorted. It can be seen
that IPSO falls into a local optimal value at the early stage of iteration. In order to obtain the global
optimal value, more iterations are needed. However, TPSSOA achieves global extremum with less
iterations. Full-size DOI: 10.7717/peerj-cs.1213/fig-5
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the method proposed. On urban rail transit without grid connected DG and urban rail
transit with different types of DG connected. Reconstruction of the fault leads to the
restoration of power supply in the non-fault area and a reduction of network losses.
Compared with IPSO algorithm, TPSSOA uses the improved algorithm to reconstruct the
switch combination network with lower loss and less time-consuming. In addition, voltage
amplitudes and voltage distributions are improving. At the same time, after fault
reconstruction, the combination of (3) (4) (5) is changed to (1) (2) (3) (5), the network loss
is reduced from 111.6606 to 72.4095 kw, and the minimum node voltage is also increased
from 0.9342 to 0.9599. Compared with the fault reconstruction scheme using IPSO
algorithm, the reconstruction scheme using the TPSSOA algorithm can reduce more
network loss and increase more voltage amplitude. In conclusion, IPSO is easy to be
disturbed by distorted information when using the above algorithm, and it falls into local
extremummany times in the whole iteration process, so it is only suitable for fault location
of simple urban rail transit. The TPSSOA proposed in this article has a strong
anti-interference ability for distortion information, and can quickly obtain global extreme
value, so as to make accurate identification of fault section. It has excellent fault tolerance
and stability, and greatly improves the search ability of the algorithm. It can be used in
urban rail transit with DG.

CONCLUSION
TPSS in urban rail transit are constantly evolving and improving, enhancing reliability and
operation economy, but also increasing the probability of failure, and network
architectures are becoming more complex. Due to limitations in existing fault location and
recovery reconstruction methods, this article presents an algorithm based on PSO that
improves the location model, optimizes the PSOA, and enables the algorithm to be more
efficient in optimizing the location model. An improved fault location method is
developed, and DG grid connection and distortion information are not affecting the
experimental results of the fault location experiment. We conclude that the proposed fault
location method can reduce network losses and improve power quality based on the
reconstruction results.
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ABSTRACT
The residual structure has an important influence on the design of the neural
network model. The neural network model based on residual structure has excellent
performance in computer vision tasks. However, the performance of classical residual
networks is restricted by the size of receptive fields, channel information, spatial
information and other factors. In this article, a novel residual structure is proposed.We
modify the identitymapping and down-sampling block to get greater effective receptive
field, and its excellent performance in channel information fusion and spatial feature
extraction is verified by ablation studies. In order to further verify its feature extraction
capability, a non-deep convolutional neural network (CNN) was designed and tested
on Cifar10 and Cifar100 benchmark platforms using a naive training method. Our
network model achieves better performance than other mainstream networks under
the same training parameters, the accuracy we achieved is 3.08 percentage point higher
than ResNet50 and 1.38 percentage points higher than ResNeXt50. Compared with
SeResNet152, it is 0.29 percentage point higher in the case of 50 epochs less training.

Subjects Algorithms and Analysis of Algorithms, Artificial Intelligence, Data Mining and
Machine Learning
Keywords Residual structure, Receptive field, Channel information fusion, Spatial feature

INTRODUCTION
In 2015, He et al. (2016b) from Microsoft Laboratory proposed a residual structure and
designed ResNet deep neural network model, which won the first prize in the ILSVRC2015
(Russakovsky et al., 2015) Challenge for classification task and target detection, and the
first prize in COCO (Hansen et al., 2021) target detection and image segmentation. The
residual structure has a profound influence on the design of deep neural network models.
Subsequently, many networks based on residual structure appeared, such as ResNetV2 (He
et al., 2016a), WResNet (Zagoruyko & Komodakis, 2016), DenseNet (Huang et al., 2017),
ResUnet++ (Jha et al., 2019), ConvNeXt (Liu et al., 2022). They have excellent performance
in various downstream tasks in the field of computer vision, (Ding et al., 2021; Jha et al.,
2019; Jiang et al., 2018; Wang et al., 2017; Zhu &Wu, 2021). Wightman, Touvron & Jégou
(2021) once again demonstrated the advantages of residual structure through a large
number of optimization experiments. The introduction of the Vision Transformer (VIT)
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(Dosovitskiy et al., 2021) soon replaced convolutional neural networks and became themost
advanced image classification model. Staged Transformers, such as Swin Transformer et
al. (Ding et al., 2022; Liu et al., 2021), reintroduced several priors of convolutional neural
networks, which allow Transformers to serve as a general-purpose backbone effectively
for CV tasks and demonstrate significant performance in a wide variety of visual tasks
(Cao et al., 2021; Chen et al., 2021; Valanarasu & Patel, 2022). Liu et al. (2022) redesigned
convolutional neural networks (CNNs) and tested the limits of what pure CNNs could
achieve, which outperforms Transformer in terms of accuracy and scalability, proving that
the performance of CNNs is still strong.

The feature extraction capability of CNNs is closely related to the size of convolutional
kernels and affects the size of the receptive field. Large convolutional kernels will obtain
larger receptive fields and be able to extract accurate high-level features (He et al., 2016a;He
et al., 2016b; Simonyan & Zisserman, 2015), while small convolutional kernels have greater
advantages in reducing network parameters and computational costs. The effectiveness of
large convolution kernels has been verified (Ding et al., 2022; Liu et al., 2022; Peng et al.,
2017; Simonyan & Zisserman, 2015) on some benchmark platforms, it is commonly believed
that the size of convolution kernels should maintain a certain adaptation relationship with
image size (Ding et al., 2021; Ding et al., 2022; Han et al., 2021; Liu et al., 2022). To obtain
greater receptive fields and improve the robustness of the network (Han et al., 2021),
the stack of three Conv3⇥3 is designed as a new base residual structure to replace the
combination of the stack of twoConv3⇥3 and the combination ofConv1⇥1 andConv3⇥3
in ResNet (He et al., 2016a; He et al., 2016b).

This article aims to verify the excellent performance of our new residual structures, our
contributions are mainly about three aspects.
1. we propose a base residual structure and series of variants based on the stack of

Conv3⇥ 3 (Fig. 1), most of which put up an excellent performance in channel
information fusion and spatial feature extraction.

2. we replace the Conv1⇥1 to Conv3⇥3 of the identity mapping, and the performance
is significantly improved.

3. the performance of the non-deep CNNs based on our new residual structure is better
than that of many deep networks, which provides valuable ideas for future network
design.

METHODS
In this section, we first introduce the latest research results for the choice of convolution
kernel size. And then we discuss the issue of insufficient receptive field for the deep residual
network, to do this we put forward a novel Base residual block based on the stack of
Conv3⇥3. Finally we propose an improved method of the Base residual structure.

Kernel size
Neural network design needs to consider several key indicators of network depth, width,
parameters, and computation (Bau et al., 2020; Lorenz, 2021d; Xu, Duan & He, 2022).
Because the residual structure can solve the problems of network degradation well,
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Figure 1 Basic residual block.Using three Conv3 ⇥3 to replace two Conv3 ⇥3 in shallow residual net-
work and the combination of Conv1 ⇥1 and Conv3 ⇥3 in deep network, and changing Conv1 ⇥1 to
Conv3 ⇥3 of identity mapping.

Full-size DOI: 10.7717/peerjcs.1302/fig-1

increasing the network depth once became the main way to improve network performance
for the lack of enough computing power (Hu et al., 2020; Iandola et al., 2016; Tan, Pang
& Le, 2020; Wu et al., 2021). The design of the residual block is accomplished by skip
connection with the identity mapping function. In ResNetV2 (He et al., 2016a), the author
improved the residual structure and proved that the residual structure with the former
standardized method has better performance without improving the effective receptive
field. However, the application of the Transformer represented by the Vision Transformer
(VIT) (Dosovitskiy et al., 2021) in the CV field shakes the dominant position of CNNs
(Ding et al., 2021; Ding et al., 2022; Liu et al., 2021). Researchers begin to re-examine the
performance space of CNNs and carry out comparative studies focused on the effective
receptive field. Ding et al. (2021); Ding et al. (2022); Han et al. (2021); Liu et al. (2022)
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verified that using large convolutional kernels can significantly improve the performance
of fully convolutional networks and achieve a state-of-the-art.

But what is the optimal convolution kernel size? The backbone network of RepLKNet
is stacked with a large number of ConvK ⇥K which can get a great enough receptive field,
the max value of K as kernel size is 31 with corresponding to the image size of 1024⇥2048
(Ding et al., 2021). An interesting thing is that with the increasing size of the convolution
kernel, the performance is still increasing by 1 to 2 points on Cityscapes (Alexander, 2022),
ADE20K (Zhou et al., 2017) and other datasets while it’s no longer improved on ImageNet
(Deng et al., 2009). However, the image size of the ImageNet dataset is smaller than that
of Cityscapes and ADE20K. The Similar phenomenon also exists in ConvNeXts and other
full-convolutional neural networks with large convolutional kernels stacked (Zhou, Jin &
Zhang, 2014; Ding et al., 2021; Peng et al., 2017). When those networks based on the large
size of kernel work on datasets with small image size, they get worse performance (Ding
et al., 2022; Liu et al., 2022). All of those give us reasons to believe that the selection of the
convolution kernel size should keep match with the size of the image being processed in
the specific task. Obtaining the appropriate receptive field is the primary factor in selecting
the size of the convolutional kernel.

Residual structure
An introduction to the residual structure
The residual structure, also known as ResNet or residual network, is a neural network
architecture introduced in 2015 to solve the issue of vanishing gradients. When the
gradient signal is too small to be effectively propagated through the network during
backpropagation, certain stages particularly those at the beginning of the network may
become difficult to learn from (He et al., 2016a; He et al., 2016b). ResNets’ key innovation
is their ‘‘skip connections’’, which allow one or more stages in the network to be bypassed.
This enables the network to learn residualmappings that add or subtract input to the output
of a stage, rather than attempting to learn the entire mapping (He et al., 2016b). By using
these skip connections, ResNets can train much deeper networks with greater accuracy,
without being affected by vanishing gradients. ResNets have established state-of-the-art
performance in various computer vision tasks, including image classification, object
detection, and segmentation (Wightman, Touvron & Jégou, 2021).

Bottleneck and identity mapping
The residual structure is the fundamental module of ResNet. In the ResNet network,
the residual structure includes two parts: Bottleneck module and skip connection. The
Bottleneck extracts feature information F(x), and then adds it with skip connection x ,
and uses the activation function to nonlinearly activate x + F(x). It can also be said
that the identity mapping of feature information is achieved by using skip connections
(He et al., 2016a). ResNet completes the forward propagation of information by stacking
Bottleneck modules which consist of Conv1⇥1 and Conv3⇥3. Besides down-sampling,
identity mapping is also important, Han et al. (2021) demonstrated that increasing the
size of the convolution kernel without identity mapping resulted in a significant drop
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in the performance (about 15% on ImageNet) while the identity mapping is added, the
performance is improved.

Kernel size and receptive field
There are many Conv3⇥3 stacks in ResNet (He et al., 2016b); for example, ResNet-152
has 50 Conv3⇥3 stages, while not getting an effective enough receptive field, which is
because the residual block combined of Conv1⇥1 and Conv3⇥3 enables a down-sampling
to be added to the identity map and activated after only once feature extraction. We
believe that large convolution kernels can be replaced with several small convolution
kernels, for example, one kernel with 7⇥7 size can be replaced with three 3⇥3 with more
quickly inference speed, deeper network, and more advantages of nonlinear calculation
(Badrinarayanan, Kendall & Cipolla, 2017; Ding et al., 2021; Ding et al., 2019; Simonyan &
Zisserman, 2015).

Improvement method
We have identified several areas for improvement, and have implemented the following
measures to address them.

Increase the receptive field size
The effectiveness of the convolution kernel with the size of 7⇥7 has been verified (Han
et al., 2021; Liu et al., 2022), and the benefit of using a larger convolution kernel which
plays a higher performance of the CNN is reflected in the latest research results. For
example, the size of the convolution kernel is set to 31⇥31 (Ding et al., 2022). The residual
structure designed by us based on the stack of three Conv3⇥3 not only achieves the same
size of receptive field as Conv7⇥7, but also obtains a significant performance superior
to Conv7⇥7 in channel information fusion and feature extraction ability. To overcome
the defects of the traditional deep network based on a small convolutional kernel, we
redesigned a basic residual structure, using three Conv3⇥3 to replace the combination of
Conv1⇥1 and Conv3⇥3 in ResNet (He et al., 2016a;He et al., 2016b), beyond that we also
change the identity mapping Conv1⇥1 to Conv3⇥3 (Fig. 1).

Make the network lightweight
Since the effectiveness of depth-wise separable convolution (Chollet, 2017; Howardet al.,
2017; Sandler et al., 2018) has been fully demonstrated in RepLKNet (Han et al., 2021),
group convolution (Ioannou et al., 2017), asymmetric convolution (Ding et al., 2019) and
point-wise convolution (Howardet al., 2017; Sandler et al., 2018) are used to design a series
of variant structures excluding depth-wise separable convolution.

The channel is squeezed and expanded
The performance of a convolutional neural network is mainly reflected in the feature
extraction capability stage by stage (Chen et al., 2018; Huang et al., 2017; Krizhevsky,
Sutskever & Hinton, 2017; Russakovsky et al., 2015). For a feature input (B, C, H, W), it
is necessary to focus on the important features of the image, suppress unnecessary regional
responses, and strengthen the attention of channel information and spatial information
(Dong, Cordonnier & Loukas, 2021; Guo et al., 2022; Loshchilov & Hutter, 2019; Vaswani
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Figure 2 Basic network structure. The root block consists of just one Conv3 ⇥3, which converts to 64
channels; Layer1 converts the number of channels to 128 with optinal double down-sampling. Stage 2 to
Stage 4 completes the double expansion of the number of channels and performs double down-sampling;
the last block is classifier.

Full-size DOI: 10.7717/peerjcs.1302/fig-2

et al., 2017; Woo et al., 2018; Wu et al., 2021; Zagoruyko & Komodakis, 2017). To this end,
we design the basic structure of a non-deep network and add attention mechanism and
channel ES (expansion and squeeze) operation to the network structure (Hu et al., 2020).

Scale the depth and width of the network
In terms of network depth and width selection, the design of a neural network tends to
increase the depth to improve network performance while not significantly increasing
computing costs. With the improvement of computing power, it is necessary and feasible
to improve network width to a certain extent to keep the balance of compute cost and
performance (Lorenz, 2021c; Simonyan & Zisserman, 2015; Zagoruyko & Komodakis, 2016).

Structure design
To verify the performance of our novel residual block, a Base network is designed based
on the residual network, and a series of variant structures are designed combining group
convolution, channel information fusion, Channel Attention, and Spatial Attention
mechanism (Chen et al., 2020;Guo et al., 2022; Lin et al., 2022; Szegedy et al., 2017;Vaswani
et al., 2017;Woo et al., 2018).

Basic network structure
We follow the design idea of residual structure and construct a non-deep network with
large number of parameters with four stages. The excellent performance of the heavily
parameterized network model has been verified on the benchmark platform of ImageNet
(Deng et al., 2009) and other data sets, but few experimental results on the Cifar dataset. To
keep the suitability of size between the image of Cifar datasets and the convolution kernel,
we select the convolution kernel size as 3⇥3. Our basic network structure consists of a root
module, four stages, and a classifier. The function of the root module is only to change the
number of channels to 64 without double down-sampling; for the stages, each one consists
of several residual blocks to enlarge the original number of channels by a factor of 2, the
double down-sampling of the first stage is optional, and the next three stages’ is fixed; the
classifier module completes the output function (Fig. 2).
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Table 1 Basic network with five depth levels. The max depth of our shallow network is 28 and the min is
13, the value of FLOPs is calculated by (128,3,32,32) input size and 100 classes.

Level Blocks Convs Parameter (M) FLOPs(G)

Tiny_B [1,1,1,1] 12+1 108.03 2.52
Tiny_L [1,1,2,1] 15+1 114.40 2.90
Samll [1,1,3,1] 18+1 121.54 3.53
Deep_B [1,2,3,1] 21+1 123.23 4.54
Deep_L [2,2,3,2] 27+1 150.66 5.29

The width of each stage (including the root module) is the list of [64,128,256,512,1024].
The number of blocks, the parameters of the network, and the amount of calculation
are shown in Table 1. We estimate the number of parameters by Torchsummary and the
computation quantity of FLOPs by Thop. Since the root module includes one Conv3⇥3,
the number of convolution stages of each depth level is added by 1.

Due to our network’s parameters being heavy, as the number of convolutional stages
increases from 13 to 28, the FLOPs increase about twice, and that of parameters increases
by about 42M. We combined asymmetric convolution (Ding et al., 2019), point-wise
convolution, and group convolution (Chollet, 2017; Ding et al., 2019; Lorenz, 2021b; Wang
et al., 2017) to design a series of variant structures to make the network lightweight (Fig. 3).

Variant structure
A series of residual structure variants and network variants are designed from three
aspects, namely network lightweight, channel information fusion (Dumoulin & Visin,
2016; Howard & Ruder, 2018; Hu et al., 2020; Liu et al., 2022) and attention mechanism
(Zhou, Jin & Zhang, 2014; Guo et al., 2022; Jaderberg et al., 2015; Vaswani et al., 2017; Woo
et al., 2018). All variants are designed on the condition of keeping the receptive field few
changed. Six of them are residual structure variants (Fig. 3) and five are network variants.
The variants are those we add an attention mechanism, and squeeze-expansion module
between each stage of the basic network structure (Cao et al., 2022; Hu et al., 2020; Liu et
al., 2022) (Fig. 2).

Based on the Base residual block, we change Conv3⇥ 3 of the identity mapping to
Conv1⇥ 1 and named Variant1 (V1). Variant2 (V2) identity mapping is designed as
Conv1⇥1, and the second and third Conv3⇥3 in the residual block are replaced with the
combination of Conv1⇥1 and Conv3⇥3 (Group). Based on the Base residual block, V1
is modified to replace the third Conv3⇥3 with asymmetrical convolution (Conv1⇥3 and
Conv3⇥1) in the residual block named Variant3 (V3). Variant4 (V4) is modified based
on V1 and we use the combination of Conv3⇥3(Group) and Conv1⇥1 to replace the
third Conv3⇥3 in the residual block; like the ConvNeXt’s expansion module (Liu et al.,
2022), Variant5 (V5) based on Base network is designed as adding a 4X channel expansion
module between each stage. Conv1⇥1 is used for the identity mapping of Variant6 (V6)
and ES (expansion and squeeze) operations (Hu et al., 2020) are added in the residual
block, and the channel is enlarged to an intermediate value (mid = out + (out � in)/2)
by the first convolution operation, then the number of channels is reduced to OUT
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Figure 3 Variant of residual block. The combination of grouping convolution and point-wise convolu-
tion is used in V1, V2, V4 and V6 structures, and Conv3 ⇥3 in identity mapping is changed back to Conv1
⇥1 to reduce the number of parameters. Asymmetric convolution is used to reduce the number of param-
eters in V3 structure. In V6 and V7, expansion channel is used to improve network performance.

Full-size DOI: 10.7717/peerjcs.1302/fig-3

by the second convolution operation. we change the identity mapping Conv1⇥ 1 to
Conv3⇥3 based on Variant6 named Variant7 (V7). Based on Basic network, we add a
Channel Attention mechanism between each stage named Variant8 (V8), and add CBAM
(ChannelAttention+SpatialAttention) (Woo et al., 2018) to Base network between each
stage named Variant9 (V9). Based on V1, we add a Channel Attention mechanism to it
between each stage named V10. Unlike V10, the Spatial Attention mechanism (Vaswani et
al., 2017;Woo et al., 2018) is added in Variant11 (V11).

Like the Base network, Each network variant is designed as five-level depth according to
the number of residual blocks in stages (Table 2).

EXPERIMENTS
This section covers three main aspects: (1) Experimental Setup, in which we introduce
the selected dataset, validate its suitability, and explain the experimental parameters
and their rationale. (2) Ablation Studies, where we design a series of experiments
based on the ‘Basic Model Structure’ and ‘Variant Structure’ discussed in the ‘Structure
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Table 2 Shows the number of parameters and FLOPs at the network’s level of Tiny_B and Deep_B of
the 10 network variants respectively, parameters are calculated in the same way as in Table 1 (Acc %).

Alias Variant Level Blocks Parameter
(MB)

FLOPs
(G)

Tiny_B [1,1,1,1] 86.78 2.52
V1 Skip_Conv1x1

Deep_B [1,2,3,1] 101.98 4.54
Tiny_B [1,1,1,1] 47.06 2.99

V2 Conv1x1_Conv3x3
(Group)_Conv1x1 Deep_B [1,2,3,1] 53.97 5.01

Tiny_B [1,1,1,1] 92.09 2.52
V3 Asymmetric

Deep_B [1,2,3,1] 105.60 4.54
Tiny_B [1,1,1,1] 46.39 2.52

V4 Conv3x3(Group)_Conv1x1
Deep_B [1,2,3,1] 57.79 4.54
Tiny_B [1,1,1,1] 150.65 6.93

V5 Layer_SE
Deep_B [1,2,3,1] 165.85 6.95
Tiny_B [1,1,1,1] 140.58 2.99

V6 Block_Expand
Deep_B [1,2,3,1] 155.78 5.01
Tiny_B [1,1,1,1] 161.83 2.99

V7 Block_Expand_
Skip_Conv3x3 Deep_B [1,2,3,1] 177.03 5.01

Tiny_B [1,1,1,1] 108.03 2.86
V8 Layer_ChannelAtten

Deep_B [1,2,3,1] 123.23 4.87
Tiny_B [1,1,1,1] 109.36 3.31

V9 Layer_CBAM
Deep_B [1,2,3,1] 124.98 5.83
Tiny_B [1,1,1,1] 140.58 3.33

V10 Expand_ChannelAtten
Deep_B [1,2,3,1] 155.78 5.34
Tiny_B [1,1,1,1] 140.58 3.02

V11 Expand_SpatialAtten
Deep_B [1,2,3,1] 155.78 5.04

Design’ section. We conduct experiments with various variant structures to demonstrate
our improvement process and verify the effectiveness of our proposed measures. (3)
Comparative Experiments, where we select several variants with different depths based on
the results of the ablation studies and compare them with other mainstream networks to
further validate the efficacy of our design method.

Settings of the experiments
Dataset selection
Our experiments aim to verify that the residual structure stacked by Conv 3⇥3 has an
excellent performance in channel information fusion and spatial feature extraction because
of getting suitable receptive fields, so we construct a series of residual structures and
network variants in turn, and that all of those put up an excellent performance on Cifar10
and Cifar100 datasets compared with the current mainstream lightweight network, deep
network, etc. The first reason for choosing the Cifar datasets is that each class of the Cifar100
dataset has 600 color images with a size of 32⇥32, among which 500 images are used as
training sets and 100 images as test sets. Compared with ImageNet, its data volume and
image size are much small. The second reason is that the relatively small picture size of Cifar
datasets is more suitable for us to fully demonstrate the effectiveness and superiority of
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our proposed method.. Therefore, we select the Cifar100 dataset as a benchmark platform
and it comprehensively reflects the performance differences between different networks
without any training skills and augmenting data.

Training methods
The main performance of the network model depends on the design of the structure, the
settings of training hyperparameters, and data augment skills (He et al., 2019; Hoffer et al.,
2019; Liu et al., 2022; Lorenz, 2021a; Zhang et al., 2018). To fairly compare the performance
of the model, we take into account two main factors: the task handled by the model and the
benchmark platform. The same experimental environment and hyperparameter settings
maybe not reflect the real differences in network model performance (Ding et al., 2021;
Ding et al., 2022; Strubell et al., 2017), and so far there are no unified standards andmethods
to measure the fairness of comparison of a networkmodel. To take the maximization of fair
comparison and highlight the performance variation among the network architectures, we
abandon any training skills across the experiment process, only use naive unified method
for model training without any optimizing to the setting of hyperparameters, except for
only one data augment method named RandomHorizontalFlip.

We conducted experiments on Python3.8.6, Pytorch1.8.2, and Cuda11.2 platforms,
and trained the model on 2 Nvidia 3090 GPUs employing data-parallel computing. The
benchmark test platform is Cifar10 and Cifar100 datasets with Epoch = 150, batchsize =
128, optimizer = SGD, momentum = 0.9, weight_decay = 5e�4, lr = 0.1, scheduler =
MultiStepLR, milestones = [60,100,130], gamma = 0.1.

Ablation study
According to the ‘Basic model structure’ and ‘Variant structure’ discussed in the Structure
design section, 11 variants of network structure are designed relative to the Base network
(Table 2), and six global random seeds are selected to test the stability of the Base network
structure. Except for testing the stability of the network, others’ random seeds are set to
1,234. According to the improved method we mentioned, the experiment includes the
following aspects.

Test for the stability of the Base network
We hope that the designedmultiple variant structures can performwell in a robust network
architecture, so we first test the robustness of the network architecture. Consistent with
the above experimental settings, six global random seeds are selected to pass the test on the
Cifar100 dataset (Table 3).

The above experimental results verify the robustness of our designed variant structure.

Boost the receptive field size
To demonstrate that the Base structure design can boost the receptive field size, variant
structures V1 and V2 are designed (Fig. 3), using Conv 1⇥1 in the identity map and
Bottleneck, respectively. The experiment results are shown in Table 4.

Compared with Base, the number of parameters in V1 is reduced by 21.25M, and the
accuracy is reduced by 1.41% on average. From the experimental comparison between
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Table 3 Results of stability tests (Acc %). An average accuracy of 78.49% is obtained by training 150
epochs with 6 different random seeds, with a fluctuation of 0.3%.

Seed 1234 1008 1324 2413 4213 3412
Max Accuracy 78.38 78.20 78.36 78.45 78.66 78.86
At Epoch 138 119 113 113 139 118

Table 4 Experimental results of group convolution, point-wise convolution and asymmetric convolu-
tion (Acc %).

Alias Tiny_B Tiny_L Samll Deep_B Deep_L

Base 78.38 78.88 78.52 79.03 79.03
V1 77.59 76.72 77.45 77.65 77.39
V2 75.85 76.81 77.75 77.96 77.32
V3

p
78.05 79.09" 79.41" 79.34" 79.28"

V4
p

77.37 78.37 77.99 77.47 77.57

the variant structure V1 and the base structure, it can be concluded that modifying the
Conv1⇥ 1 of the identity map in the residual structure to Conv3⇥ 3 can significantly
improve the performance of the network.

Based onV1, we construct V2with the combination ofConv1⇥1 andConv3⇥3 (Group)
which improves the channel information fusion ability while reducing the receptive field of
the bottleneck in the redisual structure. Compared with the Base, V2’s accuracy is reduced
by 1.63% on average, and the performance is reduced by 0.22% on average. From the
experimental comparison between the variant structure V2 and the base structure, it can
also be concluded that increasing the receptive field size of the bottleneck in the residual
structure can significantly improve the performance of the network.

Make the network lightweight
Although replacing Conv11 in the residual structure with Conv33 proved to be effective,
the number of parameters of the network was high. Tomake the network more lightweight,
we designed variant structures V3 and V4 (Fig. 3). (1) We construct V3 by the combination
of Conv3⇥3 (Group) and asymmetric ( Conv1⇥3+Conv3⇥1) and verify the validity
of asymmetric convolution, as the average number of V3’s parameters is reduced about
17M, the average accuracy is improved by 0.3%, the max accuracy is improved by 0.89%.
(2) V4 is modified from V1, the number of parameters is reduced to 50% of the Base, and
the average accuracy decreases by 1.01% compared with it, but the average performance
of V3 increases by 0.4%, and max increase by 0.65% compared with V1, it proves that the
structure of V4 is effectiveness.

From the above analysis, it can be concluded that the performance of the identity
mapping with Conv3⇥ 3 is far superior to that of Conv1⇥ 1. It is effective to replace
the last Conv3⇥ 3 with the combination of Conv3⇥ 3 (Group) and asymmetric
(Conv1⇥ 3+Conv3⇥ 1), the combination of Conv3⇥ 3 (Group) and Conv1⇥ 1, we
can reduce the net’s parameter greatly, especially with the combination of the latter. By
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Table 5 Experiment results of feature fusion in channel (Acc %).

Alias Tiny_B Tiny_L Samll Deep_B Deep_L

Base 78.38 78.88 78.52 79.03 79.03
V1 77.59 76.72 77.45 77.65 77.39
V5 77.65 78.84 78.51 78.79 79.55"

V6
p

78.60" 78.93 78.94" 79.63" 78.93
V7

p
79.16"" 79.03 79.50"" 79.29"# 79.53""

changing the identity mapping Conv1⇥1 structure into Conv3⇥3 in V4, we can improve
its performance highly, so the structure design of V3 and V4 is retained.

Enhance channel information fusion capability
In order to further improve the network performance, we make improvements in channel
information fusion and design variant structures V6 and V7. The experiment results in
this section are shown in Table 5. Referring to the practice of ConvNeXts (Liu et al., 2022),
four times ES (4X expansion and squeeze) module was added between stages of the V5
structure.With the increase of network depth, the performance of V5 is gradually improved
and surpassed at the fifth depth level (the accuracy was improved by 0.52% compared with
Base). We adopts ES (expansion and squeeze) method in residual block to expand channel
width (Hu et al., 2020; Liu et al., 2022; Zagoruyko & Komodakis, 2016) in the V6 structure.
Compared with V1, the performance of V6 is improved by 1.57% on average and 2.21%
on max, but the number of its parameters is increased by about 54M. Based on V6, the
Conv1⇥1 in identity mapping is changed to Conv3⇥3 named V7, which improved by
0.3% on average and 0.95% on max compared with V6, and 0.534% on average and 0.98%
on max compared with Base.

The above comparison results show that V5 has no advantages over V6 and V7 in a
non-deep network, V5’s preponderance perhaps needs to be verified in a deeper network.
And that we can know from Table 5 that replacing Conv1⇥1 with Conv3⇥3 in the identity
mapping can significantly improve network performance.

From the above analysis, it can be concluded that ES can improve the network
performance, so we keep the design scheme of variant structure V6 and V7.

Comparison with attention mechanism
In order to further verify the effectiveness of ES, some attention mechanisms are designed
into the network architecture and compared with ES. The experiment results in this section
are shown in Table 6. Spatial Attention and Channel Attention are added to the Base
network to observe the performance of the network. It is considered empirically that
adding an attention mechanism (Celebi, Kingravi & Vela, 2013; Guo et al., 2022; Vaswani
et al., 2017) module is effective. V8 and V9 based on the Base network are added Channel
Attention mechanism and CBAM(Woo et al., 2018) between stages respectively while it is
lower compared with the Base’s performance. Based on V6, the Channel Attention and the
Spatial Attention mechanism (Dong, Cordonnier & Loukas, 2021; Guo et al., 2022; Vaswani
et al., 2017; Wojna et al., 2017; Woo et al., 2018; Xie et al., 2017) are added to V10 and V11
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Table 6 Experimental results of Attentional Mechanism and ES (Expansion and Squeeze) modules
based on the Base and V6(Acc %).

Alias Tiny_B Tiny_L Samll Deep_B Deep_L

Base 78.38 78.88 78.52 79.03 79.03
V6 78.60 78.93 78.94 79.63 78.93
V8 75.85 76.81 77.75 78.87 78.73
V9 78.18 78.51 78.42 78.80 78.85
V10 77.82 78.10 78.17 78.44 –
V11 78.52"# 79.28"# 78.75"# 79.32"# 79.18""

between the stages their own, respectively. V10 is lower compared with Base and V6, and
V11 Added Spatial Attention is slightly higher than Base’s performance but is also lower
than V6’s.

Through the experimental comparison, we can see that adding various attention
mechanisms and ES (expansion and squeeze) operations between stages can get no
improvement in the performance of the Base and V6 residual structure. So the conclusion
can be drawn that the residual structure based on the stack of three Conv3⇥3 is powerful
enough in channel fusion ability and spatial feature extraction ability (Dong, Cordonnier &
Loukas, 2021) at current depth.

Over all, we can draw some conclusions as follows. (1) The residual structure based
on the stack of Conv3⇥3 has excellent performance. (2) It does not need extra attention
mechanisms in channel information fusion and spatial feature extraction (Dong, Cordonnier
& Loukas, 2021), but ES is necessary. (3) We can lightweight the network and achieve
excellent performance without reducing the receptive field. (4) Replacing Conv1⇥1 to
Conv3⇥3in identity mapping results in performance improvements in multiple variants.
Therefore, we retain five residual structures, including Base, V3, V4, V6 and V7, to provide
a basis for optimizing networks with higher performance.

Comparative experiments
In order to show the performance of our designed module, we selected our Base, V3,
V4, V6, V7 and Vgg19bn, ResNet18 ResNet50, ResNeXt50, GoogLeNet, MobileNetv2,
SeResNet50, ShuffleNetv2, et al. to make a full comparison with the experimental results
under the same and different hyperparameter setting and training method. It is verified
that the residual structures based on the stack of multiple Conv3⇥ 3 put up excellent
performance (Fang et al., 2020; Xie et al., 2017; Zhu &Wu, 2021). The intuitive results of
the residual block on Cifar datasets we designed in contrast to other network can be seen
in Fig. 4.

Under the same training hyperparameter condition, on the Cifar10 dataset, the
performance of our simple non-deep network is comprehensively superior to Vgg19BN,
ResNet18, ResNet50, ResNeXt50, GoogLeNet, MobileNetv2, SeResNet50, ShuffleNetv2-
et al.. The lightweight models V3 and V4 achieve similar accuracy to ResNet18V2, but
V3_Tiny-B andV3_Deep_B onCifar100 dataset are 0.74% and 2.04%higher thanResNet18
respectively (Table 7).
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Figure 4 The performance of the shallow networks based on the residual block we designed contrast
to the mainstream network.Without any training skills, under the same experimental conditions and
with the same parameter settings, the performance of the shallow network we designed exceeds that of the
mainstream network (see Table 7).

Full-size DOI: 10.7717/peerjcs.1302/fig-4

Comparing the results of 150 epoch-trained experiments on the Cifar100 dataset,
V6_Deep_B exceeds ResNet50 by a maximum of 3.08%, ResNeXt50 by a maximum of
1.38%, and SeResNet152 by a maximum of 0.29%. This is achieved without massively
increasing the network depth, and the network structure can be further optimized to
improve the performance.

Through the above analysis, we find that the network architecture based on the improved
residual structure is competitive with the mainstream network architecture.

CONCLUSIONS AND FUTURE WORK
We believe that obtaining the appropriate receptive field is the primary factor in selecting
the size of the convolutional kernel. Our work mainly includes the following aspects. (1)
A base residual structure and series of variants based on the stack of Conv 3⇥3 were
proposed. (2) The method of replacing the Conv 1⇥1 with Conv 3⇥3 of the identity
mapping can improve the performanceof residual structure. (3) The performance of the
non-deep CNN based on our new residual structure is better than that of many deep
networks, which provides valuable ideas for future network design. It was verified by
experiments that the residual structure stacked by Conv 3⇥3 has an excellent performance
in channel information fusion and spatial feature extraction because of getting suitable
receptive fields, so we constructed a series of residual structures and network variants in
turn, and that all of those put up an excellent performance on the Cifar10 and Cifar100
datasets compared with the current mainstream lightweight network, deep network, etc.

To keep the suitability of size between the receptive field and image size in the designing
of a network, we stacked three Conv3⇥3 to construct a base residual structure that can
enhance the receptive field while maintaining strong channel information fusion capability.
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Table 7 Comparison of results on the benchmark platform (Acc %). The initial lr = 0.1, scheduler =
MultiStepLR, gamma=0.1, batchsize = 128, weight_decay = 5e�4,momuentu= 0.9. All parameter counts
are calculated with [28,3,32,32] input data size.

Model Convolutions Parameter
(MB)

Cifar10
150 epoch

Cifar100

150 epoch 200 epoch

Vgg19BN 19 150.02 93.03 70.23 72.23
ResNet18(V1,V2) 18 42.80 94.86(V2) 77.31(V2) 75.61(V1)
ResNet50 50 90.43 94.39 76.55 77.39
ResNeXt50 50 56.41 94.66 78.25 77.77
ResNet152 152 147.33 – – 77.69
GoogLeNet 22 24.42 94.54 76.95 78.03
MobileNetv2 88 9.04 91.58 70.55 68.08
SeResNet50 50 100.18 94.31 75.91 77.93
SeResNet152 152 248.13 – – 79.34
ShuffleNetv2 – 5.19 92.10 72.30 69.51
Base_Tiny_B (ours) 13 108.03 95.25" 78.38" 78.63"

Base_Deep_B (ours) 22 123.23 – 79.03" 79.26"

V3_Tiny-B (ours) 20 92.09 94.96" 78.05" 78.67"

V3_Deep_B (ours) 35 105.60 – 79.34"" 79.76"

V4_Tiny_B (ours) 17 46.39 94.79" 77.37 78.24
V4_Tiny_L (ours) 21 51.42 – 78.37"

V6_Tiny_B (ours) 13 140.58 95.16" 78.60" –
V6_Deep_B (ours) 22 155.78 – 79.63"" –
V7_Tiny_B (ours) 13 161.83 95.23" 79.16" –
V7_Small (ours) 19 175.34 – 79.50"" –

We will further study the adaptive relationship between the receptive field size and the
image size to find a method to automatically adjust the convolution kernel size.
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ABSTRACT
Background: The advancement of biomedical research generates myriad healthcare-
relevant data, including medical records and medical device maintenance
information. The COVID-19 pandemic significantly affects the global mortality rate,
creating an enormous demand for medical devices. As information technology has
advanced, the concept of intelligent healthcare has steadily gained prominence.
Smart healthcare utilises a new generation of information technologies, such as the
Internet of Things (loT), big data, cloud computing, and artificial intelligence, to
completely transform the traditional medical system. With the intention of
presenting the concept of smart healthcare, a predictive model is proposed to predict
medical device failure for intelligent management of healthcare services.
Methods: Present healthcare device management can be improved by proposing a
predictive machine learning model that prognosticates the tendency of medical
device failures toward smart healthcare. The predictive model is developed based on
8,294 critical medical devices from 44 different types of equipment extracted from 15
healthcare facilities in Malaysia. The model classifies the device into three classes; (i)
class 1, where the device is unlikely to fail within the first 3 years of purchase, (ii) class
2, where the device is likely to fail within 3 years from purchase date, and (iii) class 3
where the device is likely to fail more than 3 years after purchase. The goal is to
establish a precise maintenance schedule and reduce maintenance and resource costs
based on the time to the first failure event. A machine learning and deep learning
technique were compared, and the best robust model for smart healthcare was
proposed.
Results: This study compares five algorithms in machine learning and three
optimizers in deep learning techniques. The best optimized predictive model is based
on ensemble classifier and SGDM optimizer, respectively. An ensemble classifier
model produces 77.90%, 87.60%, and 75.39% for accuracy, specificity, and precision
compared to 70.30%, 83.71%, and 67.15% for deep learning models. The ensemble
classifier model improves to 79.50%, 88.36%, and 77.43% for accuracy, specificity,
and precision after significant features are identified. The result concludes although
machine learning has better accuracy than deep learning, more training time is
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required, which is 11.49 min instead of 1 min 5 s when deep learning is applied. The
model accuracy shall be improved by introducing unstructured data from
maintenance notes and is considered the author’s future work because dealing with
text data is time-consuming. The proposed model has proven to improve the devices’
maintenance strategy with a Malaysian Ringgit (MYR) cost reduction of
approximately MYR 326,330.88 per year. Therefore, the maintenance cost would
drastically decrease if this smart predictive model is included in the healthcare
management system.

Subjects Algorithms and Analysis of Algorithms, Artificial Intelligence, DataMining andMachine
Learning, Data Science, Neural Networks
Keywords Smart healthcare, Artificial intelligence, Machine learning, Deep learning, Medical
device failure prediction, Medical device maintenance, Maintenance cost

INTRODUCTION
Medical devices are used for the diagnosis and treatment of disease, as well as the
rehabilitation of patients during post-treatments (Aridi et al., 2016). It can be used
independently or in conjunction with any accessory, consumable, or other pieces of
medical device. The reliability, maintainability, availability, and safety of medical devices
are the ultimate goal in maintenance strategy, where medical devices should not fail
frequently and must be repaired promptly when the failures are detected. Numerous
investigations have associated medical device failures with severe patient injuries and
deaths (Dhillon, 2011; Mahfoud, Abdellah & El Biyaali, 2018; Palmer, 2010; Verbano &
Turra, 2010). The world health organization (WHO) estimates that 50% to 80% of
equipment is non-functional due to the lack of maintenance culture, competency, and a
tendency to focus on corrective maintenance rather than preventative maintenance (Kutor,
Agede & Ali, 2017). Ineffective medical device maintenance causes crucial equipment
downtime, diminished device performance, monetary waste, and depletion of resources
(Bahreini, Doshmangir & Imani, 2019). Older technological devices require more attention
due to a lack of service or user manuals and manufacturer guidance (Engineering Services
Division Ministry of Health, 2018; Sezdi, 2016). Meanwhile, among the leading causes of
downtime or equipment failures are inadequate storage and transportation, initial failure,
inappropriate handling (damage during use), inadequate maintenance, use of non-genuine
spare parts or refurbished spare parts, environmental stress, random failure, improper
repair technique, and wear-out failures (Kutor, Agede & Ali, 2017).

Medical devices range from basic tongue depressors to complex radiation systems with
over 10,000 different types, and 1.5 million unique medical devices are recorded globally.
Medical device expenditure climbed from USD 145 billion in 1998 to USD 220 billion in
2006, which indicates an annual growth rate of more than 10% (World Health
Organization, 2011a). Medical devices maintenance market projection demonstrates that
the medical devices maintenance market is expected to grow at a compound annual
growth rate (CAGR) of 10.4% to USD 74.2 billion by 2026, which will increase drastically
from USD 45.2 billion in the year 2021 (Markets and Markets, 2021). The increased
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emphasis on early diagnosis, the rising number of diagnostic imaging procedures, the
presence of a large number of original equipment manufacturers (OEMs), and strategic
partnerships and collaborations between service providers and end-users are all propelling
the medical devices maintenance market growth. Implementing smart management
technology, such as asset management solutions, incurs hefty installation and ongoing
maintenance expenses. The installation of modern medical devices is accompanied by a
service contract requiring annual payments of approximately 12% of the cost of medical
devices. The total maintenance cost is usually more significant throughout the device’s
lifespan than the device’s cost (General, 2021; Markets and Markets, 2021). A similar
scenario is apprehended in most developing countries, especially in Malaysia, where the
Auditor’s General Report from 2016 to 2020 indicates the medical devices asset values in
Ministry of Health, Malaysia reached RM7.775 billion with RM2.118 billion of medical
device maintenance costs is fully utilized within the said years. Malaysian government
hospitals have a large quantity of outdated medical devices, and the maintenance cost is
rising with their age where with 40.7% of active medical device has less than 10 years in
service, 39.7% for 11–20 years, 16.7% for 21–30 years and 2.9%more than 30 years and still
in service (General, 2021).

Equipment failure and equipment uptime are critical for efficient healthcare delivery in
any country. The necessity to reduce maintenance expenses while prolonging the device’s
lifecycle drives the development of an efficient medical maintenance plan (Mahfoud, El
Barkany & Biyaali, 2017). Due to the large number of medical devices used in healthcare
facilities, various maintenance techniques have been applied to ensure reliability.
Prioritization of maintenance procedures has been advocated to assure uptime and reduce
the cost of maintenance or replacement. Budget limits for maintenance and replacement
are essential to address and always be a concern. Maintenance and replacement costs are
reduced by categorizing medical equipment according to their criticality (Hutagalung &
Hasibuan, 2019). The necessity of prioritization is also explained in Hilmi et al. (2021) and
Mahfoud, Abdellah & El Biyaali (2018), where most medical equipment has a complicated
system in repair and a significant number of connected components, which directly
impacts patients and requires prioritization for planned maintenance to avoid failures
(Mahfoud, Abdellah & El Biyaali, 2018). A study on smart prioritization programs has
been explored by Zamzam et al. (2021) based on preventive, corrective, and replacement
programs. Three robust models were developed for effective smart management of
healthcare facilities into low, medium, and high categories. Efficient medical device
maintenance ensures a longer lifespan, functionality, and reliability by relying on scientific
and engineering principles, biomedical engineering education, previous maintenance
history and experience, manufacturer recommendations, expert suggestions, and the
obligation to comply with country regulatory requirements (Khalaf et al., 2010).
Maintenance program effectiveness and efficiency are evaluated using various
methodologies to minimize or eliminate hazards, including maintenance history data,
physical inspection, and failure analysis. This could potentially be done by leveraging big
data and smart management systems for efficient healthcare delivery services.
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Meanwhile, in Malaysia’s healthcare facilities, preventive maintenance is performed at a
set time or interval throughout the year, as recommended by the manufacturer or as
scheduled, and corrective maintenance is conducted after failure where the repair work is
implemented (Coban et al., 2018). Clinical engineers are responsible for calibration,
maintenance, repair, user training, and decommissioning of medical devices by applying
engineering and managerial skills (World Health Organization, 2011b). Another aspect
that influences the dependability and failures of medical equipment is the level of
knowledge of users and biomedical staff. There is a challenge to employ an expert or well-
trained worker in biomedical engineering; thus, outsourcing or implementing a service
contract with specialized contractors or vendors is an option (Mahfoud, Abdellah & El
Biyaali, 2018). Due to the same limitation, Malaysian Government hospitals have adopted
a maintenance service contract for medical devices and launched a privatization program
with Concession Company in 1997. Other elements that influence the performance of
medical equipment include calibration work and electrical safety testing, planned
maintenance, and competence. Calibration is a task to verify the accuracy, and an electrical
safety test is performed to ensure the patient is not at risk of electrical injury or leakage.
According to the results of an investigation test conducted on six high-risk medical
devices, 58% of the devices failed the performance test, which is greater than prior studies,
which found that 21% and 26% of the devices failed the performance test, respectively
(Altayyar et al., 2018). Furthermore, when measured in healthcare facilities, around 9% of
infusion pumps and 12.6% of dialysis machines fail to meet electrical safety regulations
(Gurbeta Pokvic et al., 2017a, 2017b). Meanwhile, clinical chemistry analyzers and infusion
pumps were the most commonly reported medical device affected by electrostatic
discharge failures due to a current flow that caused a dielectric breakdown (Kohani &
Pecht, 2018). As a result, electrical safety tests are required in Malaysia for scheduled
maintenance or newly purchased medical devices, and calibration work is performed on
specified types of medical devices as advised by the manufacturer.

Healthcare administrators and biomedical engineers are continually confronted with
issues pertaining to the security of their facilities, the satisfaction of their employees, the
quality enhancement and improvement of the standard grade of care provided to their
patients, the expensive workflow, and the inefficiency of costly processes. Numerous times,
improvements in information technology (IT) for the healthcare system are cited as
potential enhancement techniques. Innovators and researchers are constantly working to
develop new technologies that can aid corporate operations and improve the quality of
activities. Today’s healthcare facilities are confronted with an increase in the number of
patients and heightened expectations for patient experiences and levels of satisfaction as an
essential consequence of healthcare services. To fulfill these increasing demands, it is
necessary to eliminate unnecessary stages and simplify the workflow. Artificial intelligence
(AI)—assisted asset management is one of the primary components of an efficient work
process. AI in healthcare applications and model development has emerged as a promising
tool in providing a solution to humans while dealing with a crisis, especially during the
COVID-19 pandemic. It is utilized during decision-making through feature learning
(Ghorbani et al., 2020; Jayatilake & Ganegoda, 2021; Kulathilake et al., 2021). Pre-
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processing, feature extraction, and classification are the three steps to be examined in
machine learning (ML) techniques for healthcare applications (Jayatilake & Ganegoda,
2021). The execution time is lowered, and the classification accuracy is raised by
implementing feature selection before classification. Principal component analysis (PCA)
and genetic algorithms can be used to generate a feature set for classification (Jayatilake &
Ganegoda, 2021).

PCA is a technique to avoid overfitting and is used for performance advancement and
noise reduction. The PCA is applied with 16 principal components to obtain 95% of the
original variance using a random forest algorithm in ML to detect Chagas disease (Morais
et al., 2022). A genetic algorithm (GA) is a search heuristic that imitates the natural
evolution process. It is frequently employed to find practical answers to optimization and
search challenges (Santra & Christy, 2012). The GA for feature selection has also been
proposed by Ghorbani et al. (2020) and Santra & Christy (2012) in the clustering
technique. However, they are most commonly produced in supervised learning, where data
class labels are known. The primary goal is to reduce the number of features utilized in
classification while retaining acceptable classification accuracy. Prioritization, failure, and
risk analysis are all employed in various applications of medical device reliability under the
risk management area. Failure mode and effect analysis (FMEA) (Arathy &
Balasubramanian, 2020), a mix of FMEA and Fuzzy (FFMEA) (Jamshidi et al., 2015),
analytical hierarchy process (AHP) (Hutagalung & Hasibuan, 2019), and other
methodologies are commonly used in risk management subjects. A study on medical
device prioritization using a support vector machine is discussed in Zamzam et al. (2021),
where the technique outperforms preventive maintenance and replacement prioritization
with 99.42% and 99.80% accuracy, respectively. In addition, K-nearest neighbour had the
best accuracy of 98.9% in corrective maintenance prioritization. However, the study shall
be enhanced to critical medical devices at more extensive facilities and broader clinical
services such as hospitals. ML application in healthcare services is used in three research
studies for medical devices performance prediction as described in Badnjević et al. (2019),
Hrvat et al. (2020) and Spahić et al. (2020). However, these studies are limited to only one
type of medical device to evaluate medical devices’ performance.

In a study by Ngabo et al. (2021), the ML model was developed based on the COVID-19
patient data to predict the patients’ survival rate with the kNN algorithm, and Decision
Trees attained the highest accuracy of 99.30%. Meanwhile, in a study by Iwendi et al.
(2020), a Boosted Random Forest algorithm attained an accuracy of 94% in predicting the
severity of COVID-19 cases using patients’ data and symptoms. Recently, the deep
learning (DL) technique evolved as a sophisticated tool primarily used in medical imaging,
text data, time series, and various image applications (Ravikumar et al., 2022). It is well
known as a subdivision of ML that consists of different processing layers equipped with
inputs, hidden, and output layers. Furthermore, researchers have explored the possibility
of using long short term memory (LSTM) and deep reinforcement learning to predict
losses and cures of patients’ symptoms in the following few days after contracting the
disease (Kumar et al., 2021). Besides, the admission and mortality of COVID-19 patients
are predicted using an interpretable DL model with an area under curve (AUC) of 88.3%
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(Nazir & Ampadu, 2022). The application of AI is also recently used for privacy and
security issues (Hameed et al., 2021) and is widely used in smart and mobile healthcare
(Yamakoshi, Rolfe & Yamakoshi, 2021).

Although AI has shown promising results in assisting clinicians in getting the best
outcome, delivering healthcare services could be interrupted if the medical devices are not
optimally operated. Critical medical devices are the main priority and critical areas for
patients. Intensive care units (ICU) and hybrid COVID-19 wards are extensively used in
treating patients with medical devices operated without failure. As a result, demand for
critical care devices such as ventilators has skyrocketed (Garzotto et al., 2020;Markets and
Markets, 2021). A smart healthcare system and efficient maintenance strategy can prevent
potential failure or breakdown, disrupting healthcare operations and leading to serious
patient injury. To date, the published works focused on developing a medical device
reliability system specific to one type of device. Comprehensive maintenance and reliability
system was recently published by Hilmi et al. (2021) and Zamzam et al. (2021); however,
the works focused on predicting maintenance prioritization. They highlighted a research
gap of inconsistent mathematical methodologies requiring manual intervention in
determining the weights of criteria in reliability assessments. It is necessary to improve the
current predictive models for various medical devices. With adequate maintenance history
in structured data to train a model in aiming for the best accuracy, the study on
performance prediction for medical devices using AI for smart healthcare management
can be further explored. Therefore, this article addresses three identified research gaps as
follows:

i) To date, there are limited published works on smart medical device maintenance
strategy frameworks. Only three research studies utilized AI in medical devices’
performance prediction. The developed predictive models were proposed by analyzing
only one device’s history data: infant incubators, infusion pumps, and defibrillators.
The comprehensive medical device reliability assessments are still lacking, and cost
analysis was not considered in the assessment.

ii) To the best of our knowledge, medical device reliability studies were categorized into
three main areas: risk assessment, performance or failure prediction, and management
system. Most studies focus on risk management using failure codes analysis and
maintenance prioritization in reliability assessments. Utilizations of smart
management and monitoring leveraging extensive data capability are limited and have
not been appropriately explored. A predictive model to forecast the likelihood of
equipment failures is lacking. Anticipating these problems is essential in maximizing
device uptime and reducing astronomical repair costs. This is crucial for any country
during crisis management, especially during COVID-19 pandemic, where excellent
and reliable equipment is highly required.

iii) Three research on performance prediction for medical devices is available using AI, as
reported by Badnjević et al. (2019), Hrvat et al. (2020) and Spahić et al. (2020). The
existing model predicts medical device performance by developing accurate and faulty
classification based on the pass or fail response. Current practice is to perform
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scheduled preventive maintenance, and the manufacturer suggests its frequency
without considering failure history data. A scientific research gap is improved in this
study with the development of a critical medical devices predictive model to predict
the likelihood of device failure from its purchase date. The predictive model will be
able to classify the device into three classes; (i) class 1, where the device is unlikely to
fail within the first 3 years of purchase, (ii) class 2, where the device is likely to fail
within 3 years from purchase date, and (iii) class 3, where the device is likely to fail
more than 3 years after purchase. The machine learning and deep learning models
were compared. The goal is to determine the actual maintenance schedule needs and
gain comprehensive strategic maintenance management to reduce maintenance and
operational cost.

MATERIALS AND METHODS
Predictive model framework
This study considers five types of healthcare facilities under the Ministry of Health,
Malaysia. They are four types of hospitals: state, major, minor, non-specialist, and one
special psychiatric institution, which is equivalent to 15 healthcare facilities. A predictive
model was developed based on the medical device data (Engineering Services Division
Ministry of Health, 2018) from government hospitals in Perak (west coast of Malaysia
peninsula). Perak state hospital is equipped with 990 beds, two major specialist hospitals
with 608 and 548 beds, two minor specialist hospitals with 305 and 250 beds, nine non-
specialists or district hospitals with 50 to 160 beds, and 1,800 beds for a special psychiatric
institution. The state hospital provides 15 specialist services and designated sub-
specialists based on the region, and clinical service is managed by clustering in their
respective areas. The 15 medical specialist services cover and are not limited to general
medicine, general surgery, pediatrics, orthopedics, obstetrics and ophthalmology, ENT
(otorhinolaryngology), emergency medicine, psychiatry, dental, dermatology, and
nephrology. From these 15 facilities, there were 12,214 medical device units with active and
inactive critical medical devices from 1997 to April 2021. The medical device maintenance
at these 15 facilities is currently performed by a concession company appointed by the
government in a long comprehensive contract. A challenge is encountered in gathering,
integrating, maintaining, processing, and analyzing various types of medical data. It is too
complicated and inefficient to handle using existing database management systems
because it consists of big healthcare data. Although computerized maintenance
management can store a vast number of data, difficulties occurred when clinical engineers
could not provide myriad maintenance data into a robust tool that enables the
implementation of comprehensive maintenance strategies. The utilized medical device
database contains both structured and unstructured data. Structured data is the device’s
general information, whereas unstructured data includes routine maintenance service
records and troubleshooting actions performed by competent personnel (i.e., clinical
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engineers). Utilizing unstructured data necessitates a laborious pre-processing phase to
clean and organize the data.

Predictive model development
Government hospitals in Malaysia used a web-based database to record and store medical
device history since 1997. The web-based data for this analysis is asset and services
information system (ASIS), which spans from the system’s inception in 1997 to April 2021.
Figure 1 depicts the overall proposed framework where data on 44 types of critical medical
devices are extracted from 15 healthcare facilities (comprised of 8,294 devices). The pre-
processing data stage is executed, where 17 input parameters are selected based on
literature review findings. All 17 features from 8,294 devices are extracted to be fed to the
proposed predictive model to anticipate the likelihood of first failure of the medical
devices.

Normalization is required in the pre-processing stage, where this process will ensure all
features are within the same scale and range. After normalization, data is combined with
categorical data as an input parameter or features to the predictive model. Normalization
returns the vector-wise z‐score of the dataset with center zero (0) and a standard deviation
of one (1). Normalization operates on each column of data separately, and the below
equation is used for z‐score of a value x (Zamzam et al., 2021);

Figure 1 Proposed predictive model framework. Full-size DOI: 10.7717/peerj-cs.1279/fig-1
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z‐score ¼ x " l
r

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
xi " lð Þ2

n

vuuut

(x = value, μ = mean, r = standard deviation, n = highest probability estimate of the
population’s standard deviation)

The data point distance from the mean and standard deviation is the measurement for
z‐score. Returning as a vector and matrix, standard deviation of x and mean of x are used
to calculate the z‐score. After normalization is executed, a normalized value is imported
into the software.

The following process flow is to identify the response classes boundary for classes 1, 2,
and 3. The class is divided using an arbitrary technique based on the pattern in the data.
The model is trained on five algorithms using the cross-validation technique with 80%
training and 20% testing data segregation. Observing the confusion matrix, the model
performance is examined, and the values for recall, precision, specificity, F1 score, and
AUC are calculated. We perform sensitivity analysis to further optimize the developed
predictive model in determining the most significant features for medical device failure
prediction. The proposed model is then tested using a new test dataset to predict failure
classes and the outcomes on cost impact. A new proposed maintenance schedule and
replacement plan will be discussed further in the discussion section.

Machine learning and deep learning application
In this stage, ML and DL techniques are explored using five algorithms and three
optimizers for both approaches, respectively (Fig. 1). Both ML and DL techniques were
compared with the 17 features embedded in the model. A sensitivity analysis is performed
to optimize the reliability and rank the significant features in determining the best
predictive model. Decision trees, naïve Bayes, support vector machines, ensemble
classifiers, and neural network algorithms are used for ML applications. Meanwhile, the
stochastic gradient descent with momentum (SGDM), root mean square propagation
(RMSProp), and adaptive moment estimation (Adam) are applied for DL. A support
vector machine in ML splits data into classes by locating the optimal hyperplane that
divides each point into its corresponding category. Conversely, numerous weak learners’
outputs are combined into one accurate ensemble model using ensemble classifiers
algorithm by boosting the maximum number of splits and learners. A similar tree model is
also applied in decision trees with responses predicted by following the root to leaf node
and containing responses in true or false conditions. Gaussian distribution with a mean
and standard deviation is used in naïve Bayes to simulate the predictor distribution within
each class. In addition, a feedforward fully connected neural network is utilized, which has
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a connected layer with each fully linked layer that multiplies the input by a bias vector and
a weight matrix.

Moreover, a convolutional neural network (CNN) for DL is used with SGDM,
RMSProp, and Adam as the training options. SGDM optimizer specifies the momentum
value using momentum training options, and RMSProp has a decay rate option using
squared gradient decay factor. Adam optimizer is propounded with decay rates of gradient
besides squared gradient moving averages using gradient and squared gradient decay
factor. As a result, the SGDM optimizer can oscillate along the precipitous descent, leading
to the best result. One method to decrease this oscillation is to include a momentum term
in the parameter update as specified in the SGDM equation below (Dubey et al., 2020; Essai
Ali & Taha, 2021; Setiawan et al., 2019; Sultana et al., 2021):

h‘þ1 ¼ h‘ # arEðh‘Þ þ c h‘ # h‘ # 1ð Þ

(γ = current iteration’s contribution from previous gradient step, a = learning rate,
‘ = iteration number, h = parameter vector, rEðh) = loss function).

The application of learning rates that vary by parameter and may automatically adjust
to the optimized loss function shall enhance the network training. RMSProp comes into
place where it upholds a moving average of the parameter gradients’ element-wise squares
with a decay rate of the moving average identified as β2 and is applied in the below
equation (Dubey et al., 2020; Essai Ali & Taha, 2021; Setiawan et al., 2019; Sultana et al.,
2021):

m‘ ¼ b2 m‘#1 þ 1# b2ð Þ rE h‘ð Þ½ '2

h‘þ1 ¼ h‘ #
arE h‘ð Þ
ffiffiffiffiffi
m‘

p þ 2

(b2 = the moving average’s rate of decay, 2 = small constant is added to prevent zero
division).

Besides, RMSProp has similar characteristics to Adam, provided Adam has the added
momentum term. It maintains a moving average, element by element, of the parameter
gradients and their squared values using the below equation (Dubey et al., 2020; Essai Ali &
Taha, 2021; Setiawan et al., 2019; Sultana et al., 2021):

m‘ ¼ b1m‘#1 þ 1# b1ð ÞrE h‘ð Þ
m‘ ¼ b2 v‘#1 þ 1# b2ð Þ rE h‘ð Þ½ '2

h‘þ1 ¼ h‘ # am‘ffiffiffiffiffi
m‘

p þ 2

(b1 = gradient decay rate).
A decay rate value of β1 and β2 can be specified using the gradient decay factor. Adam

optimizer uses a moving average, and network parameters are updated using the equation.
When gradients over several iterations are comparable, employing a moving average of the
gradient allows the parameters to change and gain momentum in a particular direction.
The parameter updates also decrease in size if the gradient is primarily noise-based because
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the moving average of the gradient shrinks. A technique to counteract a bias that occurs at
the start of the training is also included in the whole Adam network.

Features selection
Numerous critical medical devices are discussed in the Malaysia Standard of Good
Engineering Maintenance Management of Active Medical Devices in MS2058: 2018
(Department of Standards Malaysia, 2018). They are categorized into three main groups:
therapeutic, diagnostic, and laboratory. Besides, the devices are grouped into critical
equipment and patient support equipment. This article selects the critical medical devices
as listed in MS2058: 2018. From this list, 72.4% of therapeutic and 48% of diagnostic
devices are categorized as critical devices, whereas these two categories also increased
efficacy, complexity, and tendency for adverse effects (Curtis, Tzannes & Rudge, 2011).
Despite its criticality, in 2020, the diagnostic imaging equipment segment held the greatest
market share, significantly impacting the medical device maintenance market globally
(Markets and Markets, 2021). All devices under the laboratory group are categorized as
patient support equipment and not classified as critical medical devices. Hence, by
eliminating inactive medical devices and laboratory medical devices, the total number of
8,294 active medical devices. All 44 types of critical devices are located at critical locations
such as operation theatre (OT), ICU, accident and emergency (A & E), and wards. A total
of 34.68% of the devices are infusion pumps, and 14.93% are physiologic monitoring
systems which are located in various areas in Perak hospitals. Other devices below 10% in
percentage are radiographic systems, drills bone, cystoscopes, colonoscopes, colposcopes,
laparoscopes, mobile radiographic/fluoroscopic, dental radiographic, surgical hand drills,
injectors, lithotripters, pacemakers, peritoneal dialysis units, resuscitators, stimulators, and
ultrasonic. High-end medical devices or other categories are small in numbers and
primarily located in X-ray Department. These include Radiographic/Fluoroscopic Systems
Angiographic/Interventional, Radiographic/Fluoroscopic Systems General-Purpose
Radiographic Units Mammographic, Scanning Systems Computed Tomography,
Scanning Systems Magnetic Resonance Imaging, Full-Body. This high-end equipment is
located at State Hospitals, Major Specialist Hospitals, and Minor Specialist Hospitals with
medical imaging practitioners or Radiologist specialists.

We have selected 17 input parameters or features to be fed and tested in ML and DL
predictive frameworks. Details on each parameter are summarised in Table 1, where some
features are entered numerically, and others are provided to the ML and DL framework in
a categorical manner.

Service support
In manufacturing medical devices, a high technological impact is implemented. Therefore,
manufacturers or authorised representatives must ensure the technical service’s availability
throughout its life cycle. After-sales service is essential for troubleshooting during failure,
including procurement of spare parts, including wear and tear components, and the said
parties shall provide a technical recommendation. During the procurement stage, the user
and technical procurement committee will request the medical device suppliers to include
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a guarantee letter of product service for at least 10 years after delivery. Similarly, the
manufacturer will publish a discontinuation letter to inform customers that the model has
been discontinued after 10 years or less. At this point, the user is urged to replace or
upgrade the medical devices.

Table 1 Input parameters for critical medical devices classification.

Predictor Description Values Type

Hospital code Hospital code identification in ASIS 15 different codes (e.g., PRK300, PRK301) Categorical

Type
description

Type of medical device 44 different types (e.g., Aspirators) Categorical

Age Current age of the device in years Unique values Numerical

Service support The availability of service frommanufacturer or authorized vendor 1: End of production
0: Service available

Numerical

Asset condition Current device condition 0: Active/in use
1: Unrepairable failure but still in use
2: Approved for disposal

Numerical

Service
intention

Device group 1: Diagnostic
2. Therapeutic
3. Life Support

Numerical

Frequency
maintenance
requirement

PPM schedule as per manufacturer requirement 1: PPM, yearly
2: PPM, twice-yearly
3: PPM with quality control certificate from class
H licensee twice-yearly)

Numerical

Maintenance
complexity

Complexity in performing maintenance procedures 1. Average maintenance with EST
2. High-end maintenance with EST

Numerical

Total downtime Total downtime in hours for unscheduled maintenance inclusive
of corrective maintenance, breakdown repair, and breakdown
during warranty period

Unique values Numerical

Alternative &
backup

Alternative service or device replacement during failure. Loaner is
provided from rental service or respective vendor

0: No loaner provided
1: Loaner provided

Numerical

Operations The average usage in hours as in MS2058. Based on average use,
actual use requires usage log or sensor monitoring

1: 12 h/6 days
2: 24 h/7 days

Numerical

Total
maintenance
cost

Total cost for unscheduled maintenance inclusive of corrective
maintenance and breakdown repair. Only include expenses
entered into the system, and the expense of sending a patient to a
private hospital is not included.

Unique values Numerical

Purchase date The date of purchase Unique values Numerical

Make The device’s country of origin 37 different countries
(e.g., Malaysia)

Categorical

Model Device model 1,375 different models
(e.g., Smartvent 7900)

Categorical

Manufacturer Device manufacturer 511 different manufacturers
(e.g., Datex-Ohmeda Inc)

Categorical

Brand Device brand 568 different brands
(e.g., Smartvent)

Categorical

Note:
PPM, planned preventive maintenance; EST, electrical safety test.
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Asset condition
Asset condition definition is divided into three categories: active or still in use, declared as
an unrepairable failure, and approved for disposal. The same terminology is used in ASIS
to categorize these devices. A functioning device being utilized by patients or placed on
standby in clinical locations is an active device. Whenever after-sales service is no longer
available and/or securing spare parts is problematic, the Concessionaire’s maintenance
team will recommend the device be classified as an unrepairable failure. On this note,
clinical engineers will evaluate the recommendation to verify whether there is a shortage of
medical devices, the device’s safety, and replacement is approved upon disposal. Later, the
clinical engineer will issue a disposal certificate to proceed with the disposal process as per
the Malaysia Treasury Circular.

Service intention of function
Service intention refers to the medical equipment's primary purpose or intended use. Five
criteria are involved: life support, therapeutic, diagnostic, analytical, and miscellaneous
(Zamzam et al., 2021). A life support device is the type of device of which patients would
suffer prolonged or new injury, or worse still, be in a fatal state, should the device become
unavailable or malfunction. The device that provides treatment for any illness or disease is
therapeutic equipment. A diagnostic device is used for diagnostic purposes, and the device
will display clinical parameters or human anatomy images for further diagnosis that will be
examined by clinical personnel. This study excludes the analytical and miscellaneous
categories since only critical groups are included.

Frequency maintenance requirement
The manufacturer of the device sets frequency maintenance requirements for every device.
As they become old or highly utilized, more maintenance is required, and subsequently
high risk of maintenance errors (Dhillon & Liu, 2006). Upon procuring a medical device,
the manufacturer will provide a user and service manual with a suggested maintenance
schedule. The suggestion offers PPM frequency, spare parts code, minor troubleshooting
steps, etc. In Malaysian Government hospitals, the Concessionaires will follow the
maintenance schedule set by the manufacturer, which is executed in a cycle of three
months, semi-yearly or yearly. Besides, the medical device regulation in Europe establishes
a new reusable or reprocessed class I device where the manufacturer must support the
safety and efficacy of the cleaning, disinfection, and sterilizing processes (Garzotto et al.,
2020). Diagnostic imaging devices shall fulfill the requirement set by the regulation due to
harmful radiation effects and must be controlled within a specific limit (Anis et al., 2020;
Atomic Energy Licensing Board, 2006). The quality control (QC) certificate issued by a class
H Licensee must be issued twice a year, generally after PPM is conducted, to ensure that
radiation exposure is within safe limits for patients. Maintenance at the specified intervals
can reduce the likelihood of failure, but it requires a high cost and skilled employees
trained by the manufacturer.
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Maintenance complexity
The degree of difficulty in completing maintenance procedures is defined as maintenance
complexity. There are two types of maintenance complexity set as predictors: average and
high-end maintenance with electrical safety test (EST). High-end equipment is principally
diagnostic imaging equipment and system located in radiology department. This type of
system requires a three-phase power supply and is equipped with a console and voltage
stabilizer as a complete system. EST is performed on a device with direct contact with
patients or humans to ensure no electrical leakage, and the current flowing is within the
limit. Electrical safety is paramount in medical device quality assurance best practices.
Shock can cause disruptions during healthcare procedures and result in injury or death.
The main objective of this test is to ensure patient and user safety.

Total downtime
Downtime is a reverse condition of uptime. A medical device in a non-functioning state is
under a downtime period until the rectification work is completed. The downtime affects
the service delivery, and the user needs to search for a replacement or standby unit during
the interrupted period. The time will be calculated from the time user launch a complaint
through the helpdesk or ASIS, where the time is recorded until the device is back to its
normal condition. In Malaysia’s medical device service contract, the Concessionaire shall
provide a replacement or loaner during this downtime period. To ensure service delivery is
in place, they must also bear the cost of outsourcing patients or laboratory samples to
private hospitals as a service delivery obligation.

Alternative and backup
Alternative services are a mechanism to minimize service interruption where an external
party or private healthcare provider provides patient care services. This includes
outsourcing patients or laboratory samples due to faulty medical devices and maintenance
factors. A loaner or a backup device is a medical device temporarily placed on service to
replace the malfunctioning device to ensure minimal service interruption. The
replacement must be executed after failure and limited to the critical medical device set in
the contract. A supply of loaners is a must in the comprehensive contract for selected
medical devices such as aspirators, bronchoscopes, colonoscopes, cardiotocographs,
defibrillators, electrocardiographs, hemodialysis units, incubators, infusion pumps,
mattress systems, nebulizer, vital sign monitors, physiologic monitoring systems (acute
care), electrosurgical unit, sphygmomanometers, and ventilators. Other devices are not
included in the contract, and a replacement request is an option to be fulfilled.

Operations
The average usage in hours within 6 and 7 days is defined as a parameter for operations
features. There are two types of operations: average usage of 12 h in 6 days or 24 h in
7 days. The time is an average based on locations and is subject to the actual usage by the
user. Unfortunately, no sensor has been installed to monitor every medical device’s usage
or utilization. The more accurate result for this feature requires the installation of an
individual sensor at every device for recording purposes. A sensor installation and usage
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log are still under the Ministry of Health Malaysia’s ongoing projects, and the model shall
be improved after the installation is completed.

Maintenance cost
Maintenance cost is the total cost spent by the Concessionaire to rectify the failure of
medical devices. The cost will be entered into the system for record purposes and spare
part tracking or analysis. Providing all maintenance services in-house is not always
possible. In such cases, using external service providers for a significant portion of the
maintenance activities may be necessary; thus, this will incur additional costs. External
service providers are divided into two categories which are equipment manufacturers and
independent service organizations (World Health Organization, 2011b). The maintenance
cost in this article includes contractor costs if authorized vendors, labour, and parts costs
perform the rectification work. The data will consist of only the cost available in the
system, and the cost of outsourcing patients or samples is not included.

Manufacturing country, model, manufacturer, and brand
Despite device utilization and age, other essential factors in evaluating a medical device's
performance are model, manufacturer, manufacturing country, and brand. For example,
two medical devices of the same age will have different performance and uptime status,
depending on the model specification and utilization. These features help train a model to
evaluate performance based on its specification, and the proposed model can be used by
tendering committee during the medical device procurement stage in the future. The
difference between these four features is that the USA is the country of origin, and the
model is Smartvent 7900. The manufacturer is Datex-Ohmeda Inc, and the Smartvent
represents the Brand. The major players in the medical devices maintenance market are
GE Healthcare (Chicago, IL, USA), Siemens Healthineers (Erlangen, Germany),
Koninklijke Philips N.V. (Amsterdam, Netherlands), Medtronic (Dublin, Ireland), and
Fujifilm Holdings Corporation (Minato City, Japan), Canon, Inc. (Toshiba Medical System
Corporation, Otawara, Japan), Agfa-Gevaert Group (Mortsel, Belgium), Carestream
Health, Inc. (Rochester, NY, USA), Drägerwerk AG & Co. KGaA (Lübeck, Germany),
Hitachi Medical Corporation (Tokyo, Japan), Althea Group (Milano, Italy), Olympus
Corporation (Shinjuku City, Japan), B. Braun Melsungen AG (Melsungen, Germany),
KARL STORZ GmbH & Co. KG (Tuttlingen, Germany), and Aramark Services, Inc.
(Philadelphia, PA, USA) (Markets and Markets, 2021).

RESULTS
Failure classes
The classification problem in supervised ML is overcome by defining response classes
before execution. Hence, based on the tabulated data extracted from ASIS, an arbitrary
technique is used to create three classes based on the available dataset. Then, the best
balance classes are selected, and the response classes for critical medical devices are
subdivided into classes 1, 2, and 3. With the capability of supervised machine learning
analyzing retrospective data, classifying critical medical devices is beneficial for more
effective PPM planning, management replacement plan, and strategic annual budget
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preparation. As for newly purchased critical medical devices, the proposed model can
evaluate its performance throughout its lifespan based on the brand, model, failure history,
and other features used during the training stage. Five algorithms are utilized in ML:
decision trees, naïve Bayes, support vector machines, ensemble classifiers, and neural
networks. In addition, a cross-validation technique with segregation of 80% training and
20% testing is used.

The proposed predictive model uses 17 features, as tabulated in Table 1, to distinguish
the devices into three classes. Class 1 is defined as unlikely to fail within the first 3 years
from the purchase date, while class 2 is for devices that are likely to fail within 3 years. Class
3 is for devices likely to fail more than 3 years after purchase, as tabulated in Table 2.
Medical devices in class 1 are less critical and have low complexity in maintenance than in
classes 2 and 3. Class 1 can be identified as the least problematic devices, including newly
purchased ones. Class 2 is a matter of concern since the failures are detected closer to the
purchase date. The class 3 devices are classified as prone to failure after 36 months of
purchase date. The scheduled maintenance frequency is conducted as per the
manufacturer’s recommendation in regular maintenance practice. There is no

Table 2 Predicted failure classes based on few criteria after classification.

Classes description Class 1 Class 2 Class 3

Class description 0 failure ≤1–36 months to first failure ≥37 to 1,440 months to first failure

Type description 36 types of critical medical
devices

45 types of critical medical devices 37 types of critical medical devices

Total number of devices 2,231 devices 4,107 devices 1,956 devices

Age <1 year–30 years 1–27 years 3–30 years

Service support Service available and
end of production

Service available and
end of production

Service available and
end of production

Asset condition Active, unrepairable failure and
approved for disposal

Active, unrepairable failure and
approved for disposal

Active, unrepairable failure and
approved for disposal

Service intention Diagnostic, therapeutic
and life support

Diagnostic, therapeutic and life
support

Diagnostic, therapeutic and life
support

Frequency maintenance
requirement

PPM yearly, twice yearly, and
with quality control certificate

PPM yearly, twice yearly, and with
quality control certificate

PPM yearly, twice yearly, and with
quality control certificate

Maintenance complexity Average maintenance with EST
only

Average maintenance with EST and
high-end maintenance with EST

Average maintenance with EST and
high-end maintenance with EST

Total downtime 0.00 Up to 25,743 h Up to 10,852 h

Alternative and backup No loaner No loaner and loaner provided No loaner and loaner provided

Operations 12 h/6 days and 24 h/7 days 12 h/6 days and 24 h/7 days 12 h/6 days and
24 h/7 days

Total maintenance cost MYR 0.00 0 to MYR 1,368,803.83/device 0 to MYR
123,674.03/device

Purchase date 1991 to February 2021 1994 to 2020 1990 to 2017

First failure date No failure 1997 to April 2021 1997 to April 2021

Make/manufacturer country,
model, manufacturer and brand

Varies Varies Varies
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consideration has been made based on the failure history data. Therefore, with the
proposed predictive framework in this study, new recommendations shall be made where
maintenance frequency and cost can be reduced based on the forecasted analysis attained
from the proposed model. Out of the total 8,294 critical devices in 15 different hospital
categories, 49.51% of devices were classified as class 2, while the remaining 26.89% and
23.58% are categorized as Class 1 and 3, respectively. Thus, the yearly budget allocation for
class 1 can be reduced and should be reallocated to classes 2 and 3.

Parameter tuning and optimization
Parameter tuning and optimization are executed to improve classification performance,
accuracy and introduce a unique identity to the model. Ensemble classifier outperforms
other algorithms with an accuracy of 77.90%, followed by decision trees with 76.30% after
parameter optimization, as explained in Table 3. Receiver operating characteristics (ROC)
curves and AUC were measured where the higher the AUC values (as it is closer to ‘1’)
indicate an excellent predictive model (Shiferaw, Bewket & Eckert, 2019). In this study,
Ensemble classifiers attained an AUC of 0.89, decision trees 0.85, while both support vector
machines and neural networks attained 0.82. Meanwhile, naïve Bayes only achieves 0.80
for AUC values. Parameter optimization increased the model accuracy for four algorithms.
However, parameter optimization for decision trees remains at an accuracy of 76.30%
before and after optimization. Hence, ensemble classifier performs best with the highest
recall, precision, specificity, and F1 Score values after parameter tuning and optimization.
As compared to the DL technique, SGDM optimizer denotes the highest accuracy
compared to RMSProp and Adam optimizer. There is a reduction in performance
accuracy from 77.90% for ML to 70.33% for the DLmodel. However, DL has the advantage
of shorter training time than ML. DL requires 1 min 5 s to complete the training progress,
much faster than 11.49 min using ML.

A model optimization is performed for all algorithms and optimizers in both
techniques. A kernel scale is optimized in support vector machines algorithm from
automatic to one, producing 65.90% instead of 65.80% during pre-optimization, as in

Table 3 Performance evaluation by algorithms using 17 features.

Technique Algorithm Accuracy Recall Precision Specificity F1 score

Machine learning Decision Trees 76.30% 73.20% 73.57% 86.79% 73.38%

Naïve Bayes 59.80% 62.69% 60.38% 80.87% 61.52%

Support vector
machines

65.90% 64.51% 62.92% 82.45% 63.70%

Ensemble
classifiers

77.90% 74.67% 75.39% 87.60% 75.03%

Neural network 69.90% 66.64% 68.12% 83.35% 67.37%

Deep
learning

RMSProp 68.03% 64.70% 65.04% 82.29% 64.87%

SGDM 70.33% 67.11% 67.15% 83.71% 67.13%

Adam 68.76% 65.18% 66.18% 82.77% 65.67%
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Fig. 2. The decision tree algorithm’s accuracy remains at 76.30% when a maximum
number of splits is tuned from 100 to 1. A different number of splits gives zero impact to
the model but demands a higher training time from 4.1609 to 33.053 s. As for naïve Bayes,
the accuracy increased from 57.50% to 59.80% by changing the categorical predictors to
Gaussian parameters with a training time increase from 40.397 to 366.74 s. Meanwhile, the
ensemble classifier improves its accuracy from 76.00% to 77.90% during the optimization
stage when the maximum number of splits is reduced from 6,635 to 20, and ensemble
method is set from Bag to Ada Boost. The number of learners is retained at 30 after
optimization, and learning rate is set to 0.1 with an increasing training time from 16.575 to
689.92 s. Besides, a number of fully connected layers is optimized from 1 to 3, and first
layer size is reduced from 100 to 10 for the neural network algorithm, improving the
accuracy from 69.60% to 69.90%. However, neural network algorithm in supervised ML
denotes the longest training time of 57,685 s.

The model optimization is applied for DL, where a tuning of mini-batch size from 128
to 100 with an increase of epoch from 30 to 60 gives a different performance impact to the
model. SGDM optimizer uses a mini-batch size of 100, and a maximum epoch of 60
attained an accuracy of 70.33%, slightly lower than the ensemble classifier. The diminution
of mini-batch size from 128 to 100 increases the model accuracy from 65.26% to 68.03%
for RMSProp and 68.03% to 70.33% for SGDM optimizer, as in Fig. 2. Nevertheless, the

Figure 2 Algorithm optimization. Full-size DOI: 10.7717/peerj-cs.1279/fig-2
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optimization process reduced the accuracy from 68.88% to 68.76% for Adam optimizer. A
training progress graph interprets a DL technique, representing the accuracy of each
unique mini-batch. The model performance can be monitored in real-time and model
progress can be stopped at any time. Figure 3 shows RMSProp takes the longest elapsed
time of 1 min 13 s, followed by 1 min 12 s for Adam and 1 min 5 s for SGDM optimizer,
respectively. The model accuracy is plotted in “blue” while model losses are plotted in
“orange.” Initially, when the epoch increases, the losses are reduced and continually
saturated until it reaches the maximum epoch of 60. The training progress is stopped at
epoch of 60 since the progress is saturated and gives an insignificant impact if the process
continues.

Predictive model performance and evaluation
The quality of the characteristics given to the algorithm determines the accuracy of the
model’s predictions. The overall accuracy and Kappa coefficient are two extensively used
indicators for thematic accuracy controls on error matrix (Garcia-Balboa et al., 2018). In
addition, precision and recall are two relevant metrics used for evaluating prediction
accuracy (Teo et al., 2020). The recall performance measures the trustworthiness of the
result or ability to classify positive outcomes at a true positive rate. At the same time, the
precision demonstrates the predictive or positive values which correctly predicted (Kareen,
2020). Both precision and recall are frequently at odds, and boosting precision reduces the
recall with text retrieval concepts representing both calculations (Ghorbani et al., 2020). A
recall is a number of relevant features in the selected subset divided by the total number of
relevant features. For precision, it is divided by the total number of features specified in the
dataset (Santra & Christy, 2012).

Analyzing and comparing models based on recall and precision is time-consuming;
thus, employing the F1 score method is another viable result (Ghorbani et al., 2020). The
F1 score is a harmonic average of precision and recall, consider both metrics and evaluate
the model’s accuracy and dependability. The confusion matrix is the most common
method of reporting on the thematic accuracy of geographic data (Garcia-Balboa et al.,
2018; Santra & Christy, 2012). The true class is represented by the rows of the confusion
matrix, while the columns represent the predicted class in the 3 × 3 matrix. Correctly
classified observations are expressed by diagonal cells; in contrast, erroneously classed
observations are represented by off-diagonal cells with TN as a true positive, FP as a false
positive, FN as a false negative, and FP as a false positive (Kareen, 2020; Zamzam et al.,
2021). An equation or an evaluation metric by Hameed et al. (2021) is used to calculate
accuracy, recall, precision, specificity, and F1 score based on a confusion matrix (Kareen,
2020; Teo et al., 2020). The below equation is calculated based on confusion matrix values
and is summarized in Table 3. Ensemble classifier has the best performance with 74.67%,
75.39%, 87.60%, and 75.03% for recall, precision, specificity, and F1 score values, as
explained in Table 3 previously.
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Figure 3 Deep learning techniques with three different optimizers (A) RMSProp (B) SGDM (C) Adam. The graph represents the accuracy (%)
and loss, where the blue graph is the accuracy for network training, and the orange colour is the network loss. The black colour graph is the validation
graph with the final epoch reaching 60 cycles. Full-size DOI: 10.7717/peerj-cs.1279/fig-3

Abd Rahman et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1279 20/34

http://dx.doi.org/10.7717/peerj-cs.1279/fig-3
http://dx.doi.org/10.7717/peerj-cs.1279
https://peerj.com/computer-science/


Accuracy ¼ Total number of correctly classified
Total number of observation

¼ TP þ TN
TP þ FP þ TN þ FN

Sensitivity=Recall ¼ TP
TP þ FN

Precision ¼ TP
TP þ FP

Specificity ¼ TN
TN þ FP

F1 Score ¼ 2# Precision# Recall
Precisionþ Recall

Sensitivity analysis
Table 4 describes the sensitivity analysis and evaluates the features’ effect on the model
performance. Leave one out technique is performed by calculating misclassification and
then dividing with all feature errors to obtain the ranking ratio (Chen et al., 2020; Gazzaz
et al., 2012; Pastor-Bárcenas et al., 2005). The ratio is ranked in descending order to
highlight the impact of the features on the model. Next, five sensitivity analysis techniques,
namely Leave One Out, MRMR, Chi2, ANOVA, and Kruskal Wallis, are applied to
compare the ranking for all features. MRMR utilizes the minimum redundancy maximum
relevance algorithm to rank the characteristics in order. A chi-squared algorithm uses a
chi-square test, an ANOVA uses one-way variance analysis, and Kruskal Wallis performs a
hypothesis with the same median from the population (The MathWorks Inc, 1994–2021,
2022). These three algorithms ranked the features by −log(p) scores, where the p-values
denote the chi-square test statistics. The five highest-ranking features for every technique
are underlined in Table 4, and the features are analyzed in the software to achieve better
accuracy. Of the 17 features, only eight are identified as the most significant to obtain the
highest accuracy. If more than eight features are selected, the accuracy decreases.

Figure 4 compares sensitivity analysis techniques when the eight most significant
features are selected to develop the model. The features are age, service support, asset
condition, maintenance complexity, total downtime, maintenance cost, model, and
purchase date. The graph demonstrates ANOVA andMRMR outperform other techniques
with 79.20% accuracy, followed by 79.00% for Chi2. Kruskal Wallis and the Leave one out
technique attained 78.10% and 77.50% accuracy, respectively. The model is improved from
77.90% using 17 features to 79.20% accuracy with eight features after sensitivity analysis.

DISCUSSION
Proposed predictive model using machine learning
The ML predictive model is improved from 77.90% to 79.20% accuracy after sensitivity
analysis, as described in the result section. The ML requires more training time of
11.49 min compared to only 1 min 5 s using DL when all 17 features are embedded in the
model development. After eight significant features are imported with a learning rate of
0.01 and iterations of 50, the ML model improves its performance to 79.50% accuracy,
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76.05% recall, 77.43% precision, 88.36% specificity, and 76.73% for F1 Score indicator. The
tuning of learning rate and iterations enhanced the model, with training time reduced from
11.49 to 7.908 min after sensitivity analysis. Although ML has better accuracy than DL, it

Table 4 Five different techniques for sensitivity analysis.

Ensemble classifier Leave one
out ratio

Leave one
out rank

MRMR
score

MRMR
rank

Chi2
score

Chi2
rank

ANOVA
score

ANOVA
rank

Kruskal
Wallis score

Kruskal
Wallis rank

Downtime 1.357 1 0.381 2 Inf 2 187.2700 3 Inf 2

Asset condition 1.037 2 0.099 5 95.5770 12 86.9379 7 95.6105 8

Maintenance
complexity

1.019 3 0.147 3 6.3473 16 6.3505 16 6.3463 16

Operations 1.015 4 0.002 17 2.0053 17 2.0050 17 2.0050 17

Age 1.014 5 0.082 6 Inf 1 Inf 2 Inf 3

Make 1.069 6 0.033 13 289.989 9 124.5004 5 121.672 6

Hospital code 1.009 7 0.018 14 44.9490 13 21.5687 13 24.9444 14

Alternative backup 1.007 8 0.014 16 37.3888 14 37.5841 10 37.3832 10

Brand 1.001 9 0.056 10 497.457 6 36.0254 11 35.0889 12

Purchase date 0.982 10 0.075 7 Inf 3 Inf 1 Inf 1

Type description 0.978 11 0.037 12 353.127 8 90.1450 6 105.273 7

Manufacturer 0.977 12 0.071 8 621.334 5 6.3681 15 12.2941 15

Service intention 0.972 13 0.048 11 180.234 10 43.1858 8 61.6585 9

Maintenance cost 0.972 14 0.116 4 495.091 7 20.8254 14 388.007 4

Service support 0.966 15 0.066 9 131.147 11 133.7483 4 131.127 5

Model 0.962 16 0.487 1 658.457 4 42.1680 9 37.3716 11

Frequency maintenance
requirement

0.957 17 0.018 15 32.1296 15 35.4916 12 32.8471 13

Note:
The underlined number indicates the five highest-ranking features for every technique.

Figure 4 Comparison between feature selection techniques in machine learning. Full-size DOI: 10.7717/peerj-cs.1279/fig-4
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requires more training time. The DL technique predicts more extensive data better, is
primarily used in time series or image data and requires less time than ML. The result
concludes that ML performs better in accuracy and all other performance indicators than
DL. This best-optimized ensemble classifier model uses Ada Boost with a maximum
number of splits of 20 and a learning rate of 0.01 to yield 79.50% accuracy, as shown in
Table 5. The proposed model is expected to improve the current system toward smart
healthcare management.

The model predicts classes 1, 2, and 3, which represent the time to the first failure event
for an effective maintenance schedule and to utilize budget allocation. As compared to the
other related works on medical device performance prediction, Kovačević et al. (2020) in
infant incubators study predicted the device functionality and classified two different
classes: accurate and faulty class with an accuracy of 98.5%. A similar methodology is
applied by Badnjevic et al. (2017) for a mechanical ventilator. Using performance
parameter values, a defibrillator study achieved 100% accuracy in the Random Forest
classifier to predict positive: for devices that passed inspection or negative: for faulty
devices (Badnjević et al., 2019). Meanwhile, Hrvat et al. (2020) attained 98.06% accuracy
based on a conformity assessment where the outcomes are identified as pass or fail for
infusion and syringe pumps. This article has significantly contributed to the medical device
reliability assessment research by including 44 types of critical medical devices during
model development and analyzing significant cost reduction after implementing the
predictive model. To the best of our knowledge, no previous studies proposed a predictive
model for anticipating the likelihood of a device’s first failure after the purchase with cost
analysis and comparison between ML and DL techniques.

Characteristics for classes, schedule maintenance, and replacement
plan
Classes 1, 2, and 3 have different properties, and the boundaries are set based on the
patterns from the vast data. The present service contract fee per month in Malaysia is
calculated by multiplying the device purchase cost and rate of fee, with the rate of fee
defined in percentage based on the type of device. High-end equipment has a higher fee

Table 5 Parameter setting for ensemble classifier.

Technique Algorithm Parameter setting

Machine learning Ensemble classifier Accuracy: 79.50%

Specificity: 88.36%

Feature selection: MRMR

Ensemble method: AdaBoost

Maximum number of splits: 20

Number of learners: 30

Learning rate: 0.01

Prediction speed: ~450 obs/s

Training time: 7.908 m
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rate equivalent to 19.25%, and the lowest rate is 4.95% per year for small devices
(Engineering Services Division Ministry of Health, 2018). The fee includes PPM and
corrective maintenance (CM) performed by Concessionaire. It is calculated in lump sum
fees regardless of the number of failures events the devices encountered throughout their
lifespan. A flat rate is imposed from the purchase date to the end of the device life. As a
result, the Concessionaire gains a higher profit during the early age of devices, and the
profit margin is reduced and approaches breakeven as the age rises.

Service contract fee=month ¼ Purchase cost MYRð Þ $ Rate of fee %ð Þ
12

Poor maintenance, planning, and management are the most common causes of medical
device failures (Arab-Zozani et al., 2021). Countries have different approaches to
organizing maintenance and operational budget planning for medical devices. Saudi
Arabia uses life cycle cost estimation in making decisions (World Health Organization,
2011a), and Turkey divided medical devices into technological groups to calculate cost
distinctly (Bektemur et al., 2018). In the UK, they use purchasing, donations, replacement,
and disposal policies to decide where, what, and when to procure medical devices. The
replacement budget per year is implied by dividing the device’s current prices by lifetime
(Temple-Bird et al., 2005). The New Delhi Medical Equipment Maintenance policy uses the
maintenance cost index as an indicator by dividing maintenance cost by capital cost. The
maintenance cost values should not increase by 80% of the capital cost of equipment
(Kumar, 2012). The United States of America applies the cost of service ratio by dividing
the total annual cost for maintenance by the initial cost value. It is used as guidance to
improve performance (World Health Organization, 2011b). Overall, at the time of
speaking, none of these countries utilize AI applications for maintenance budget planning.

A rule of thumb with 80/20 rule is used for CM and PPM in Stenström et al. (2015), and
their results describe PPM represents 10% to 30% of total budget allocation compared to
CM. This article’s cost-saving calculation uses 80/20 for CM/PPM yearly and 70/30 for
CM/PPM bi-annually for cost estimation analysis. class 1 age ranges between less than 1
year to 30 years, which consists of 2,231 devices in service. There is zero failure, and zero
parts cost recorded throughout its lifespan. Throughout the years, PPM is scheduled
annually and bi-annually for class 1, with a percentage number of devices are 90.45% and
9.55%, respectively. Therefore, due to its low criticality, PPM frequency is suggested to be
reduced from bi-annually to annually with an estimation of cost-saving equal to MYR
199,256.45 per year, as demonstrated in Table 6. On this note, this study proposes a new
maintenance strategy, which includes recommendations as illustrated in Table 7. Among
others, this study suggests that by reducing the fee rate for class 1 devices, the operational
cost can be further reduced. The PPM can be replaced with routine inspection for small
devices such as aspirators where the maintenance tasks are minimal; hence the yearly
maintenance budget allocation for this group can be reduced for the following year.
Maintenance can be executed in-house where only average maintenance complexity with
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EST is required. In addition, a minimal budget per year is necessary for a loaner or rental
costs during downtime for this group of devices.

The biggest class group is Class 2, where 4,107 devices are grouped between 1 to 27 years
of age. A total of 83.56% of PPM is scheduled annually, and the remaining are on a bi-
annual basis, including 44 types of critical medical devices. Based on the finding of this
study, the PPM schedule in class 2 is suggested to remain due to its criticality and risk of
failure identified within 3 years of purchase. The devices are expected to fail at any time
after being purchased; hence contingency plans or rental devices shall be planned for better
service delivery to patients. Higher priority in budget allocation for maintenance and
replacement is recommended for class 2 compared to class 1 and class 3. An existing
warranty provided by the manufacturer or authorized party is typically within 1 or 2 years
after purchase. Therefore, remedial action, such as improving the warranty service to 3
years after purchase, shall accommodate this group’s critical needs. Besides, the cost saving
can be maximized by purchasing a 3-year warranty, including breakdown. Hence, zero cost
is required under the service contract for the first 3 years, with all PPM and breakdown
costs embedded under 3 years warranty. The next group is class 3, with devices likely to fail
more than 3 years after purchase, with a lesser risk of failure and complexity than class 2. A
percentage of 89.52% of the PPM schedule is planned annually, and 10.48% for bi-
annually. PPM frequency is suggested to be reduced bi-annually to annually with an
estimated cost-saving equal to MYR 127,074.43 per year, as shown in Table 6. Like class 2,
zero cost is required under the service contract for the first 3 years for class 3 devices if
PPM cost is embedded under 3 years warranty. The advantage of this alternative is that the
service contract fee will only start in 4th year after class 2 and class 3 devices are purchased.
This framework will lead to more cost savings by reducing service contract values.

In addition to the cost-saving demonstrated in Table 6, a breakeven analysis graph can
be observed in Fig. 5. This graph shows a case study analysis for a mammographic unit
with 21 years of service in the class 3 category. The analysis from the graph depicts that the
proposed model has a lesser service contract cost per year compared to the current
maintenance practice. With the purchase cost of MYR 422,026.00 allocated by the
Government for mammographic equipment, MYR 48,744.00 per year is spent on
maintenance services under the present contract. However, if the proposed model is
implemented, MYR 41,432.20 per year will be used, which is a 15% savings from the actual
cost spent under the present contract. The service contract cost is equivalent to the

Table 6 Cost comparison for present and proposed service contract.

Class No. of
devices

Recommendation of this study Present service contract cost
MYR/year

Proposed service contract cost
MYR/year

Cost saving
MYR/year

1 2,231 Revise PPM frequency from bi-annually
to annually

2,838,246.45 2,638,990.00 199,256.45

3 1,956 Revise PPM frequency from bi-annually
to annually

2,440,926.61 2,313,852.18 127,074.43

Total 326,330.88
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purchased cost in the 11th year for present practice and the 12th year for the proposed
model. Therefore, the Government is suggested to replace the equipment no later than 12th

year for better profit management. At the 12th year, a new device shall be purchased, and
unnecessary service contract costs shall be eliminated from 12th to the 21st year of service
as per the current implementation.

Another strategy to consider is the replacement plan for faulty devices. This study
proposes class 2 devices be prioritized for a replacement plan, with 10% of this group’s
devices being more than 20 years in service, as tabulated in Table 7. A total of 57.19% of
class 2 devices have more than 10 years in service, with a high number of failures
throughout their lifespan. Due to the aging factor and a significant number of failure
events, replacement with new units should be considered to reduce maintenance costs as
the age arises. Class 3 has a similar scenario with 65.18% of devices with more than 10
years in service and should be considered for a replacement right after class 2.

Research contributions
The development of IoT, cloud computing, and AI are continually evolving toward smart
healthcare and smart city. The proposed predictive model using AI for medical devices
failure prediction is categorized into classes: class 1, 2, and 3. The model accuracy is
evaluated by examining other elements in performance evaluation, such as recall,
precision, specificity, F1 score, and AUC. The research gap is improved by discovering new
scientific findings;

! The proposed model includes 44 types of critical medical devices used in five hospital
categories, with 15 healthcare facilities involved, including all critical devices used in the
clinical area for patients. The data applied during the training stage includes active

Figure 5 Cost-saving case study for mammographic equipment.
Full-size DOI: 10.7717/peerj-cs.1279/fig-5
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Table 7 Number of failures and ages for classes 1, 2 and 3.

Class Description No. of failures
in a range

No. of devices Recommendations of this study

≥20 years ≥10–19
years

≤9 years

1 Device unlikely to fail
within the first three
years of purchase

0 failures 32 157 2,042 ! PPM frequency is suggested to be reduced from bi-
annually to annually.

! Reducing the fee rate in the service contract to reduce
operational costs.

! PPM can be replaced with routine inspection for small
devices such as aspirators where the maintenance tasks
are minimal.

! A yearly budget allocation for this group can be reduced
for the coming year.

! Maintenance can be executed in-house where only
average maintenance complexity with EST is required.

! A minimal annual budget is necessary for a loaner or
rental costs during downtime.

2 Device failure within
three years
from purchase date

1–10 failures 126 716 1,160 ! Devices are expected to fail anytime right after being
purchased. PPM schedule is suggested to remain due to its
criticality. Another option is to purchase devices with
three years warranty; zero cost is required under the
service contract if all PPM and breakdown costs are
embedded under three years warranty. The service
contract fee starts in the 4th year.

! Contingency plans or rental devices shall be planned for
better patient service delivery.

! Higher priority in budget allocation for maintenance and
replacement is recommended for class 2 compared to
other classes.

! Higher demand for loaner replacement and standby units.
! A remedial action such as improving the warranty service

to three years after service shall accommodate the critical
needs of this group.

11–30 failures 173 698 495

≥31 failures 115 521 103

3 Device failure after three
years from purchase
date

1–10 failures 292 658 644 ! A lesser risk of failure and complexity compared to class
2.

! PPM frequency is suggested to be reduced from bi-
annually to annually.

! Another option is to purchase devices with three years
warranty; zero cost is required under the service contract
if PPM cost is embedded under three years warranty. The
service contract fee starts in the 4th year.

! Moderate priority in budget allocation compared to class
2.

! Moderate demand for loaner replacement and standby
units.

! Moderate allocation for budget allocation yearly.

11–30 failures 151 131 35

≥31 failures 29 14 2

Total 918 2,895 4,481
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medical devices with data on maintenance cost, devices with more than 20 years in
service, and sample size up to 8,294 devices resulting in the highest accuracy of 79.50%.
Only eight out of 17 features are significant after sensitivity analysis, with a reduction of
training time from 11.49 to 7.908 min. A robust model to predict failure in three classes
using AI is introduced with fewer features, shorter training time, and comprehensive
cost analysis.

! This proposed model can forecast the first occurrence of failure in classes 1, 2, and 3
after medical device is purchased for comprehensive maintenance planning and budget
utilization which is currently not in the field of study. The maintenance shall be
arranged before the first failure event. Class 1 is the less critical device with zero failure.
Class 2 is identified as the most crucial and should be attended to, with the first failure
occurrence likely to be within 3 years after purchase. Class 3 is at medium risk; devices
are likely to fail after 3 years. To reduce the likelihood of future failures, device
replacement for class 2 is in higher priority, followed by class 3. A replacement is
proposed by a number of failures and year of service category. This is crucial for any
country during crisis management, such as COVID-19 pandemic, where excellent and
reliable equipment is highly utilized.

! This article compares the country’s role in organizing budgets while reducing costs in
maintenance management. A new PPM schedule and replacement plan frequency are
proposed and strategized based on actual needs. Comprehensive strategic management
by criticality and devices maintenance history using AI improves maintenance and
operational cost. Replacement strategy shall be executed to class 2, then to class 3,
depending on the age of the devices and the likelihood of failures.

! Two different techniques between ML and DL were compared, and ML has better
performance in accuracy, recall, precision, specificity, and F1 Score. DL has the
advantage of shorter training time; however, the accuracy is lower than the ML
technique. The accuracy shall be further improved in future work by introducing
unstructured maintenance notes written by technical personnel after rectification work
is completed.

CONCLUSIONS
A robust predictive model for 44 types of critical medical devices is proposed in this article
for smart healthcare management within three failure classes; class 1, 2, and 3. Class 1
includes devices unlikely to fail within the first 3 years from the purchase date; class 2 is the
devices that are likely to fail within 3 years from the purchase date, and class 3 is the devices
that are likely to fail more than 3 years after purchase. The result concludes Ensemble
Classifiers have better performance than SGDM optimizer and attained the highest
accuracy of 79.50% with the highest recall, specificity, and F1 score values after significant
features are recognized. Replacement of class 2 devices is expected to improve critical
medical devices’ uptime and optimize yearly budget allocation. An aging medical device
with a high number of failures is impacted by high maintenance costs, higher downtime,
and exceeding its lifespan, which can jeopardize patient safety. The lifespan of medical
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devices is also affected by various factors such as age, utilization, environment, user
handling, specification, availability of spare parts, safety, etc. Although PPM frequency is
suggested to be reduced in classes 1 and 3, technical personnel shall strengthen PPM tasks
to accommodate the needs before reaching the following PPM schedule and ensure useful
life is not compromised. The functionality and safety should be guaranteed during PPM as
per IEC60601 requirements. In addition, the predictive model can be used as a reference
for new medical device procurement. AI’s capability to understand hidden patterns of
historical device data can facilitate decision-making by making the replacement process
faster. This can reduce time spent on data analysis, where the process optimization tasks
can be done automatically without human intervention. In addition, the predictive
maintenance capability achieved by AI allows healthcare institutions to maintain industrial
medical equipment based on the times and conditions of operation, allowing the
equipment to increase its performance and life cycle. Having more information in a
structured way allows clinical engineers in charge to make decisions faster and more
efficiently. In addition, we have demonstrated the feasibility of leveraging AI technology in
developing smart maintenance systems. This contribution has shown promising results to
be implemented in our healthcare facilities by integrating existing asset management
systems and the developed AI predictive model. We have also presented how government
hospitals can save their maintenance budget by having a smart maintenance system using
AI predictive model. The limitation of this research is that data collection is based on
existing data in ASIS, and there are possibilities where no failure event is recorded even
though it has occurred. Other factors, such as user disregard to launch a failure complaint,
error during human intervention with the system, or any system issues, might also be the
constraint. Future work shall include adding an unstructured maintenance note during
failure events to improve the model’s accuracy and reliability.
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ABSTRACT
Computing technologies and 5G are helpful for the development of smart cities.
Cloud computing has become an essential smart city technology. With artificial
intelligence technologies, it can be used to integrate data from various devices, such
as sensors and cameras, over the network in a smart city for management of the
infrastructure and processing of Internet of Things (IoT) data. Cloud computing
platforms provide services to users. Task scheduling in the cloud environment is an
important technology to shorten computing time and reduce user cost, and thus has
many important applications. Recently, a hierarchical distributed cloud service
network model for the smart city has been proposed where distributed (micro)
clouds, and core clouds are considered to achieve a better network architecture. Task
scheduling in the model has attracted many researchers. In this article, we study a
task scheduling problem with deadline constraints in the distributed cloud model
and aim to reduce the communication network’s data load and provide low-latency
services from the cloud server in the local area, hence promoting the efficiency of
cloud computing services for local users. To solve the task scheduling problem
efficiently, we present an efficient local search algorithm to solve the problem. In the
algorithm, a greedy search strategy is proposed to improve the current solutions
iteratively. Moreover, randomized methods are used in selecting tasks and virtual
machines for reassigning tasks. We carried out extensive computational experiments
to evaluate the performance of our algorithm and compared experimental results
with Swarm-based approaches, such as GA and PSO. The comparative results show
that the proposed local search algorithm performs better than the comparative
algorithms on the task scheduling problem.

Subjects Algorithms and Analysis of Algorithms, Artificial Intelligence, Distributed and Parallel
Computing, Security and Privacy
Keywords Smart cities, Task scheduling, Distributed clouds, Local search algorithm

INTRODUCTION
In recent years, there has been a growing interest in the technology of smart cities to settle
the issues of population growth and urbanization. In a smart city, technology and data are
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employed to increase the efficiency of services and reduce costs, thus achieving a better life
for citizens. The technology in smart cities includes IoT devices, data analytics, and
machine learning for city management, such as optimizing traffic flow and resource
allocation (Belanche, Casaló & Orús, 2016; Yigitcanlar et al., 2018). As the resources,
environment and infrastructure of a city are digitized, they can be used to collect and
analyze data from sources, such as IoT devices and sensors, to achieve intelligent
management and improve management level (Su, Li & Fu, 2011).

Intelligent devices and wireless sensors provide a technical means to achieve intelligent
transportation, smart home, health monitoring, environmental detection, and other
scenarios (Gaur et al., 2015; Arasteh et al., 2016; Xia et al., 2013; Yao et al., 2013). A smart
city requires a large number of smart devices. Through the Internet, it can share data with
other devices, and 5G network technology ensures fast data transmission, low latency, and
better connectivity (Rao & Prasad, 2018). Moreover, cloud computing plays an essential
role in enabling the implementation of smart city. It is used to manage these intelligent
devices and analyze data. By collecting and analyzing data in the city, computing systems
can offer an extensive range of computing services and thus help to make decisions for the
operation of smart cities through cloud computing and communication technologies.

In smart cities, solving scheduling problems reasonably and efficiently can promote
service levels in various scenarios (Wu et al., 2019; Vigneswari & Mohamed, 2014; Gao
et al., 2018). In a cloud environment, we shall assign tasks to virtual machines and execute
them, so how to allocate computing resources appropriately is a key technology in cloud
computing to improve the efficiency of cloud systems (Zheng, Li & Guo, 2021). Therefore,
resource allocation and task scheduling were studied in the cloud systems to ensure the
performance of cloud services and the requirements of users. The purpose of task
scheduling in the cloud environment is to allocate tasks to appropriate machines so as to
improve resource utilization, shorten computing time, and reduce costs. Usually, solving
task scheduling problems in cloud environments is not easy, as most of the problems are
hard computational problems (Kalra & Singh, 2015; Gökalp, 2021). Due to the NP-
hardness, finding the optimal solutions becomes impossible when the scale of the problem
grows too large. Therefore, heuristics and meta-heuristics are usually used to find sub-
optimal solutions within a reasonable time. There are a large number of heuristic and
meta-heuristic methods for the various task scheduling problems.

Tawfeek et al. (2013) proposed a cloud task scheduling algorithm based on an ant colony
optimization. The algorithm allocates tasks in the cloud system to shorten the task
completion time. NZanywayingoma & Yang (2017) proposed an improved particle swarm
optimization, which can allocate dynamic virtual resources and reduce the total time of
task scheduling in the cloud environment. Nie, Pan & Wu (2020) improved the ability of
the traditional ant colony algorithm to shorten the task completion time. It searches for the
global optimal solution by increasing the load balance adaptive factor and enabling tasks to
be assigned to the most appropriate cloud virtual machine. To minimize the completion
time, Nabi et al. (2022) introduced a particle swarm optimization algorithm with linear
descent and adaptive inertia weight strategies; Manikandan, Gobalakrishnan & Pradeep
(2022) proposed a new hybrid algorithm to solve a multi-objective task scheduling
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problems in cloud computing environments; Bezdan et al. (2022) proposed a hybrid bat
algorithm to minimize the cost and completion time.

Moreover, deadline constraints are also considered in the field of task scheduling in
cloud environments. Zuo, Zhang & Tan (2013) studied a task scheduling problem with
deadline constraints, and proposed a particle swarm optimization algorithm with an
adaptive update strategy. Verma & Kaushal (2014) used a heuristic genetic algorithm to
solve the task scheduling problem with deadline constraints and use the priority of tasks to
minimize execution costs. Dubey & Sharma (2021) used a hybrid task scheduling
algorithm to optimize multi-objectives under deadline constraints.

Besides, local search algorithms play an essential role in task scheduling. Local search is
one of the commonly used heuristic methods for combinatorial optimization problems
(Aarts & Lenstra, 2003). It has been proved that local search is a simple and effective
method that can solve many computational problems, from computer science and
mathematics to engineering and bioinformatics. As an important method in heuristic
optimization methods, local search methods are also used to deal with task scheduling
problems and show good performance (Wu, Shu & Gu, 2001).

On the one hand, local search is incorporated into meta-heuristics. For example,
Kumar, Kousalya & Vishnuppriya (2017) used local search in the discrete symbiotic
organism search to achieve better performance. On the other hand, local search was
employed as the main framework of the task scheduling algorithms. Estellon, Gardi &
Nouioua (2009) used local search to solve the resource allocation problem in reality with
good performance and efficiency. Zhang, Wang & Yuan (2018) used iterative local search
to ensure the performance of multi-objective task scheduling. In the application of a cloud
system, Loheswaran, Daniya & Karthick (2019) improved the utilization of cloud
computing resources based on local search. Qin, Pi & Shao (2022) proposed an iterated
local search algorithm in the cloud systems for workflow scheduling. Xing et al. (2022) used
local search to solve a workflow scheduling problem with random task runtime.

In recent years, distributed cloud systems have become an increasingly popular trend. Li
(2020) proposed a layered distributed cloud service network model for smart cities. In the
model, a framework of distributed cloud systems with micro clouds is studied to achieve
low latency. Li et al. (2022) proposed an optimal data deployment algorithm to reduce data
access cost and data deployment time in distributed cloud environments. Distributed
clouds allow for distributed computing resources to be used in different locations. Those
systems can increase scalability, reliability, and security, and also enhance the ability of
lower latency to users in a local area. For example, in a distributed academic cloud system,
each organization has its own local cloud and the cloud is connected with other
organization’s clouds and public clouds. The users always hope to perform their jobs in the
local clouds to achieve low latency and high security, but if there is no sufficient computing
resources in the local clouds, jobs have to be allocated to public core clouds or other
organization’s clouds. Therefore, task scheduling algorithms for such distributed clouds
are beneficial in practice when the computing infrastructures are spread across multiple
vendors and locations.
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Although we have viewed many algorithms for task scheduling problems in cloud
computing, there are relatively few algorithms to schedule tasks in distributed clouds. In
this article, we study a task scheduling problem with deadline constraints in the distributed
micro-cloud environment. In the problem, computing resources are spread out across
multiple locations rather than in a single data center, so communication latency can be
lowered by assigning tasks to their users or data. To achieve low latency and high
performance, we propose an efficient local search algorithm based on greedy and
perturbation strategies to solve the problem. Different from existing task scheduling
algorithms that are mainly based on evolutionary algorithms, our method is a simple but
effective local search approach. It first constructs an initial solution and improves it
iteratively. The search strategies in the local search algorithm are critical to improve
convergence speed and solution quality. To solve the problem effectively, we introduced a
greedy search strategy for finding better solutions; To avoid trapping in a local optimum,
we incorporated a perturbation strategy into the algorithm, so that solution diversity is
enhanced. To further enhance the diversity of solutions, we employed a randomized search
method, which triggers perturbation with a probability mechanism. In the local search, the
greedy strategy and the perturbation strategy are performed alternatively. Both are the key
components of our algorithm. Moreover, we carried out extensive experiments to test our
approach. We analyzed the comparative results of experiments intensively and showed
that the proposed algorithm is able to produce much better solutions than evolutionary
algorithms. Computational experimental results show that the algorithm outperforms
other algorithms. Both the rejection rate and the total cost of running the tasks are better
than the results yielded by comparative algorithms. We also analyzed the effectiveness of
our strategy in the algorithm.

The remainder of this article is organized as follows. The next section introduces the
task scheduling models and notations used in the article. Section 3 presents our proposed
local search algorithm and the strategies employed in the algorithm. “Simulation and
Performance Evaluation” analyzes the comparative experimental results. Finally, we give
some conclusions.

PROBLEM DESCRIPTION
In this section, we describe the task scheduling problems in the smart city environment in
this article, and explain tasks, machines and the cost for processing tasks in the problem.

First, there is a set of physical machines (servers). The physical machines belong to
different clouds including local micro-clouds and core-clouds. The cloud systems are
distributed in different locations in a city. We denote the machines set as P ¼ p1;…; pmf g,
where m is the number of total machines in the distributed cloud system of the city. The
computing capacity of physical machines is heterogeneous, and Million Instructions Per
Second (MIPS) is used to measure the capacity. The capacity of machine pi is denoted
by MIPSi.

Then, we introduce the task model. There are n independent tasks in the problem
denoted by T ¼ ft1; t2;…; tng. Each task ti is associated with a deadline di that restricts the
latest completing time of the task, and also associated with a machine set Pti " P, which is
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the machines in the local area of ti. The task has a length of workload li, an input data size
ini and an output data size outi. Since a task belongs to a user and thus has a local cloud, the
task can achieve fast data transmission and a low latency if it is processed by a machine in
the local micro-cloud. Moreover, we assume all the tasks in T are ready for processing at
the beginning. The tasks are non-preemptive in nature. In the case of non-preemptive
scheduling cannot interrupt in the middle of the execution. So when a task is under
processing, the tasks cannot be transferred to other machines and other tasks assigned to
the same physical machine should be waiting until the task completes. To solve the
scheduling problem, we should map virtual machines for processing tasks onto physical
machines.

Since the physical machines belong to different micro-clouds, the transmission speed
differs in each machine for each task. For example, a task can upload its data to a machine
in the local network in a short time because of the high bandwidth in the local network and
information can be sent quickly, but the transmission may suffer from a high delay when it
communicates with a remote machine. Therefore, in our model, transmission speeds are
different for each task to each machine. Data security is another important issue in cloud
computing. Some private data must be transferred in a confidential way, security
techniques, such as DES cryptographic algorithm and MD5 hash algorithm, can be used to
ensure a certain level of security, but performing those encryption algorithms require extra
overhead. Therefore, users always prefer to process tasks on their local clouds, and achieve
low latency and high security.

Processing time is also considered in the problem. To solve the problem, we shall assign
a task to a machine and assign a start time to it. Thus, the completion time of processing
the task can be computed by adding the execution time to the start time. Moreover, the
problem model includes the deadline constraints that restrict the time a task must be
completed. To that end, we should satisfy the deadline constraints, so the completion time
of all the tasks should be smaller than or equal to their corresponding deadlines. Note that
some problem instances may not have a feasible solution such that all the tasks satisfy the
deadline constraints. State in another way, not all the tasks can be assigned to an
appropriate machine such that they can complete within the deadline, and some tasks have
to be rejected without an assignment to a certain machine. In this case, we hope the cloud
system can process as many tasks as possible. Formally, we can calculate processing time
and completion time as follows.

The processing time is composed of execution time and transmission time. The
execution time of task ti on machine pj is li=MIPSj, where li is the length of workload of the
task ti and MIPSj is the million instructions per second of machine pj. The transmission
time is ini þ outið Þ=bij, where bij is the bandwidth of machine pj for task ti. Then, we can
obtain the processing time as:

timeij ¼ li=MIPSj þ ini þ outið Þ=bij (1)

Given a machine pj a start time si of task ti. Then, we can compute its complete time as
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ei ¼ si þ timeij: (2)

In the following, we introduce the cost model. The total cost of all the tasks is a goal of
the scheduling problem. The cost of processing a task on a machine depends on the
processing time, and the fee of using a machine is charged in $ per hour. As the computing
capacity of a machine is differ from others. Usually, a higher price of unit running time
means a more powerful computing capacity, and therefore the fees for the machines are
different. Suppose task ti is assigned to the machine pj with start time si, then the cost of
processing is Ci ¼ timeij # feej, where feej is cost per hour on machine pj.

The aim of solving the task scheduling problem is to find a solution (an assignment of
tasks to virtual machines and start times for tasks) such that one task is assigned to exactly
one machine if it can satisfy the deadline constraint or it is rejected by the cloud system.
For each task ti, we have the constraint:

ei $ di: (3)

Three objectives are optimized in the problem. Formally, the objectives are expressed as:
(a) maximizing the number of tasks completed within deadlines.

maximize Tdj j; where Td ¼ ftij ei < dig (4)

(b) maximizing the number of tasks assigned to their local clouds.

maximize Tlj j where Tl ¼ ftij ti is assigned to a machine in Ptig: (5)

(c) minimizing the total cost of processing all the tasks.

minimize C ¼
X

i2 1;…;nf g
Ci (6)

where C is the total cost for executing all the tasks.
In the problem, we give priority to maximizing the first objective Tdj j, and then the

second one Tlj j; if the two goals are the same, we try to optimize the total cost C. This is
because the cloud system should process tasks within their deadlines as many as possible,
and then tasks should be processed in their local clouds as many as possible; at last, it
minimizes the total cost C of processing all the tasks.

It is easy to see that the task scheduling problem in the distributed cloud environment is
NP-hard as it is reported that single-machine scheduling with deadlines is NP-hard (Sahni,
1976).

PROPOSED LOCAL SEARCH ALGORITHM
Local search
First, we briefly introduce heuristics and local search techniques for solving constraint
optimization problems, and then present our local search-based algorithm in the following
subsection. Heuristic algorithms are important tools for solving constraint optimization
problems, because they can produce satisfactory solutions in a reasonable time. Local
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search is one of the heuristic methods for combinatorial optimization problems in
computer science and artificial intelligence. It has been demonstrated that local search is a
simple but effective method for solving numerous computationally hard problems in
computer science, mathematics, engineering, and bioinformatics, including the maximum
satisfiability problem (Gao, Li & Yin, 2017; Luo et al., 2017, 2014), timetable scheduling
(Psarra & Apostolou, 2019), and clustering (Tran et al., 2021; Levinkov, Kirillov & Andres,
2017). To solve complex optimization problems, local search algorithms with various
search strategies have proven very effective in the literature. Typically, a local search
algorithm begins with a randomly generated starting solution and then looks for a better
solution by traversing the candidate solution space. Various local change techniques have
been developed for exploiting solution space in local search algorithms. When a certain
number of rounds have been performed or a predetermined amount of time has passed,
the algorithm terminates and returns the best solution it found. In contrast to
evolutionary-based algorithms that construct a population and iteratively improve
individuals, the local search progressively improves a single solution. It always works well
and finds an approximation of the optimal solution to the problem.

Solution representation and initialization
As a local search algorithm starts with an initial solution, we introduce the structure of a
solution and its initialization. As the aim of the problem is to assign tasks to machines, a
task sequence is required for each machine, and then with an order of tasks we can
compute their start times accordingly. Hence, task sequences have to be defined in the
solution. Moreover, it is clear that not all the tasks can be assigned to a machine if the
deadline constraints of the tasks are too tight, because some tasks may violate the
constraints whenever they are assigned to any machine. In this case, we introduce a conflict
task set to store the tasks that fail to satisfy the deadline constraints. As a result, in a
solution, a conflict task set and m task sequences are defined.

We provide an example to demonstrate the solution structure. Suppose there are 10
tasks and three machines, and then a solution is composed of three sequences and a
conflict task set. For instance, the solution fft5; t2; t4g; ft9; t3; t6g; ft1; t8g; ft7; t10gg
strands for machine p1 processes t5, t2, t4, p2 processes t9; t3; t6, and p3 processes t1,t8,
while the t7 and t10 are in the conflict set.

In the initialization, we use a simple and random way to initialize the solution. To be
specific, for each task, it selects a random machine and assigns it to the machine. After all
the tasks are assigned to machines, the tasks are ordered by their deadlines to form a task
sequence, and then we can compute the total cost for a certain machine and the number of
rejected tasks. There are two cases here that should be considered. The first one is that all
the tasks assigned to the machine do not violate the deadline constraints, that is all of them
are scheduled to finish their processing before the deadlines, and this is a legal assignment,
so the construction method will accept the assignment. The second one is that there exist
some tasks whose completion times are behind their deadlines. If so, such tasks should be
removed from the task sequence of the machine. Note that a remove of a conflict task may
result in its subsequent tasks satisfying the deadline constraints, so the cost and the rejected
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tasks are recomputed. The remove of conflict tasks and recomputed are performed
alternatively until there are no conflict tasks. All the removed tasks are put into the conflict
task set. Therefore, we construct a random initial solution.

Proposed algorithm
In this subsection, we present the main framework of our proposed local search algorithm,
and leave the detailed introduction of components in the following subsection.

Algorithm 1 indicates the procedure in detail. It first constructs a solution as the initial
one of the local search. The construction is a random approach as mentioned above. In the
initialization, the algorithm also initializes a counter, denoted by noimpr, that counts the
number of non-improving steps. Afterwards, the local search algorithm is executed
iteratively, where a greedy strategy (we will introduce them in detail in the following
subsection) and a perturbation method are adopted. Two strategies are performed
alternately in the iterated local search procedure. The greedy strategy aims at improving
the solutions in terms of the number of conflict tasks that violate the deadline restrictions
(n! Tdj j in solution S), denoted by conflict Sð Þ, and the cost of all the tasks with the penalty
of tasks assigned to non-local micro clouds, denoted by obj Sð Þ (we will define the function
formally in the next subsection). To maintain solution diversity during the search,
randomized strategies are often adopted, and a random move strategy is always integrated
into the algorithm to avoid trapping in local optima. In our algorithm, we employ
perturbations on the local optimal solution obtained by local search, and then exploit the
neighborhood iteratively. When the greedy method cannot improve the current solution
for a certain rounds, i.e., noimpr reaches the threshold thr (we set the threshold

Algorithm 1 Local search algorithm (LS)

1 initialization and construct an initial solution randomly;

2 noimpr ← 0; let Sbest be the initial solution;

3 While not reach the limited time do

4 choose a task t from the task list randomly;

5 S ← greedy_strategy(S,t);

6 If t is not moved then

7 noimpr ← noimpr +1;

8 Else

9 noimpr ← 0;

10 If noimpr > thr or random() < thp then

11 If conflict(Sbest) < conflict(S) or (conflict(Sbest) = conflict(S) and obj(Sbest) < obj(S)) then

12 Sbest ← S;

13 choose r tasks from T, and move them to random machines;

14 noimpr ← 0;

15 Return Sbest;
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thr ¼ 5" n" p in our experiment), the algorithm performs a perturbation step to escape
the local area, because the current solution is a local minimal solution. Therefore, random
assignments for several randomly selected tasks are done. In addition, when the
termination condition is satisfied, the algorithm stops and returns the best found solution.

We devise a randomized method and incorporate the method into our algorithm to
enhance the diversity of the local search ability. Note that despite the integration of
diversity strategies in the task and machine selection, the algorithm can still be trapped in a
local area if no improvement can be made by moving any node. This is because the
algorithm repeats the selection and tries to find a better place for the selected tasks, and the
method clearly leads to a local optimum after a series of better moves.

To escape local optima, we combine the algorithm with a probability-based
perturbation. The strategy is devised to make a perturbation when the algorithm achieves a
local best solution. The perturbation method chooses a task from T and moves it to a
randomly selected machine. The move will be repeated r times so r tasks will be moved (we
set r ¼ n=10d e in our experiment).

To further enhance the search diversity, we add a probability in the trigger condition of
the perturbation. The threshold thp is a pre-defined parameter. With the probability thp
the local search algorithm triggers the perturbation step regardless whether the counter
noimpr reaches the threshold thr. The function random() returns a real number between 0
and 1.

Components of local search
In this subsection, we introduce the greedy strategy used in the proposed algorithm.

The greedy strategy is a critical component in our algorithm. It determines how to
change and improve the solution. The objective function to be optimized is essential for the
greedy strategy. Many algorithms mix the objective function and penalty of violated
constraints together, and thus a hybrid objective function is usually defined to compare
solutions. In such methods, the constraint optimization problem is converted into an
unconstrained optimization problem. However, this method may fail to handle hard
constraints, because a mixed function guides the simultaneous optimization of the number
of violated constraints and the objective function in the search algorithm. This usually
leads to an infeasible solution in which the constraints cannot be satisfied, and sometimes
decreases the convergence speed.

Different from existing methods, in our algorithm, we treat the number of violated
deadline constraints and the cost separately. To this end, we consider deadline constraints
as hard constraints, and the number of tasks in local micro clouds and the total cost C are
treated as the goal to be optimized. Therefore, to assign tasks to local clouds as many as
possible, we add a penalty to the cost function by multiplying a parameter α to the cost
whose tasks are assigned to non-local machines. The parameter α is a real number above
1.0. Thereafter, we define the objective function:

minimize obj Sð Þ ¼
X

i2 1;…;nf g
Ci (7)

where
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Ci ¼
Ci if ti 2 Tl

aCi otherwise ti =2 Tlð Þ:

!

Based on the above discussion, our algorithm should find a solution that violates as few
deadline constraints as possible because constraint satisfaction is the prime goal and
minimizing the function obj as the secondary goal.

Algorithm 2 shows the detailed procedure of the greedy strategy. In the algorithm, a task
is selected randomly. Then, we try to find a new machine and assign the task to it, if the
new assignment can obtain a better solution. For each machine (the machine is selected in
random order), we calculate the solution after moving task t, and compare it with the
current solution. If a better solution is found, we stop trying other machines. If assigning to
the machine cannot improve the current solution, it will choose another machine for
assigning the task until a certain number of attempts have been performed. After these
failed attempts, we suppose there does not exist a better place for the task, so it will not be
ignored and a new task is selected for the next round of attempts. The functionmove(S,t,p)
is defined to insert the task t to the task sequence of the new machine p; To be specific, it
tries to insert all the possible positions in the task sequence of p. It inserts the task to the
position before the first task whose deadline is bigger than t’s deadline or the last position if
there is no such task. It returns the new solution after the move.

Besides the machines in the problem, we define a task set to store rejected tasks, that is,
the tasks that cannot be inserted into a sequence of a machine due to the restriction of the
deadline constraints. Note that if there is a conflict task (the task is completed behind its
deadline) after adding t to p, t is not inserted into p in the new solution and it is added to
the rejected task set instead. The function move(S,t,p) is executed to move task t, and if the
insertion of t to the sequence of machine p leads to some tasks violating the deadline
constraints, these tasks will be removed from the task sequence and put into the rejected
task set.

In the following, we analyze the time complexity of the greedy strategy. In the strategy,
the time of computing conflicts and obj is O(n), and at most it has to trymmachines; Also,

Algorithm 2 greedy_strategy(S,t)

1 Foreach machine p do

2 If t is assigned to p then continue;

3 S’ ← move(S,t,p);

4 If conflict(S’) < conflict(S) then

5 S ← S’; break;

6 Elseif conflict(S’) = conflict(S) then

7 If obj(S’) < obj(S) then

8 S ← S’; break;

9 Return S;
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the function move () is used to change the position of t, and task move can be done inO(n).
Therefore, the time complexity of the function greedy_strategy is O(nm).

SIMULATION AND PERFORMANCE EVALUATION
In this section, we conduct extensive experiments and analyze the results to evaluate our
proposed algorithm. Also, we compare our algorithm with GA and PSO, which are
important algorithms in task scheduling.

Experimental setup
Our algorithm was implemented with Java language, and compiled and run it with JDK
1.8. We take the algorithms GA and PSO proposed as baselines. We generate task
scheduling instances with the task number ranging from 100 to 300, and the number of
machines is 5 to 20, and 45 instances with nine groups are tested in our experiment. For a
fair comparison, we run our algorithm and the other comparative algorithms 10 times for
each task scheduling instance. The time limitation is set to 30 s because the algorithms
sometimes fail to solve the instances in a reasonable time. We run all the algorithms on a
computer with an Intel(R) Core(TM) i7-11700 CPU (2.50 Hz) and 16 GB RAM running
Windows 10. We calculate the average results and the best results of 10 runs to evaluate
algorithm performance.

Genetic Algorithm (GA) is a meta-heuristic algorithm that searches for optimal
solutions by simulating the laws of biological evolution in nature. It transforms the
problem-solving process into operations such as random selection, crossover, and
mutation of the population. After continuous evolution and elimination from generation
to generation, it finally converges into a group of optimal individuals (that is, optimal or
near-optimal solutions) that adapt to the environment. Genetic algorithm has the
advantages of high efficiency, parallel, strong global search ability, and strong scalability,
easy to combine with other algorithms, so it is the most widely used. Moreover, it is also
very popular to solve various task scheduling problems (Verma & Kaushal, 2014;
Abdullahi et al., 2019; Houssein et al., 2021).

Particle swarm algorithm (PSO) is a meta-heuristic algorithm that simulates the
foraging behavior of flocks of birds, the task of a flock of birds is to find the largest food
source (global optimal solution) in the search space. The solution to every optimization
problem is a bird in the search space, called a particle. In each iteration, the particles
transmit their position information and optimal solution information to each other during
the search process, and find the global optimal solution by following the optimal value
searched by the current individual and the optimal value of the population. Because of its
good ability to solve combinatorial optimization problems, it is a good algorithm for task
scheduling, and we have viewed many works of PSO-based scheduling approaches
(Houssein et al., 2021; Zuo, Zhang & Tan, 2013; Dubey & Sharma, 2021; Nabi et al., 2022)
in the last decade.
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Comparisons with existing algorithms
In this subsection, we test our algorithm LS and analyze comparative results with existing
evolutionary-based algorithms, which have been used to solve various task scheduling
problems recently. We evaluate the number of rejected tasks, the number of tasks assigned
to local machines and the total cost. As we hope to process as many tasks as possible, for an
instance, we first check the number of rejected tasks, and the fewer rejected tasks mean the
solution is better. If the rejected task numbers are equal in the two solutions, we compare
the number of tasks that are assigned to local machines, and then compare the total cost.
Table 1 gives the detailed results of all the 45 instances, where the average number of
rejected tasks, the average number of local tasks, and the average cost for each instance
over 10 runs are listed.

From the table, we can see that LS has better performance than GA and PSO within the
limitation of running time (30 s for each run). Although GA achieves a better performance
when comparing the results produced by PSO, the performance of GA is inferior to the
proposed local search algorithm. In fact, the local search algorithm has the best average
results for all the instances we test. LS yields the solutions that can process all the tasks for
all the instances except 150-15-2 and 300-20-2, and more than a half of tasks are assigned
to the local machines to achieve low latency and high security. In comparison, GA has 11
instances whose rejected rate is not zero, and more tasks have to be assigned to remote
machines. Moreover, PSO performs the worst among the three algorithms. Besides, LS has
smaller costs compared with the values of GA. Therefore, LS performs best on all the
metrics.

Similarly, Table 2 gives the best results of all 45 instances. For each instance, we pick out
the best solution over 10 runs according to the number of rejected tasks and the total cost,
and then list all the best solutions for the three algorithms.

In Table 2, it is clear that our local search algorithm is still better than GA and PSO,
since its best solutions are better than those of GA. Note that although GA and LS have the
same number of rejected tasks for most instances, the tasks assigned to local machines are
quite different. LS performs far better than GA, because it achieves the number of 155.3
task on average whereas GA has only 58.9 tasks on average. so LS has a good ability to solve
the distributed problems. Besides, it is easy to see that PSO produces solutions with more
rejected tasks and a larger number of tasks with non-local machines compared to LS, so it
has an unsatisfactory performance for solving the problems.

Parameter analysis
In this subsection we analyze the penalty strategy in our algorithm. In the strategy, the cost
of non-local tasks are multiplied a coefficient to penalize the assignment to a non-local
machine. This is a pre-defined parameter in our algorithm. It is used to ensure tasks are
assigned to their local machines as many as possible.

To show the effectiveness of the strategy, we carried out a comparative experiment. In
the strategy, there is a parameter to specify the level of the penalty, and it controls the
weights of the penalized cost. Usually, the parameter is a real number above 1.0. To test the
effectiveness of the mechanism, we tested the instances with n = 100 to 300, and vary the
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Table 1 Comparative results of the average number of rejected tasks and average cost.

LS GA PSO

Instance #Rejected #Local Cost #Rejected #Local Cost #Rejected #Local Cost

100-5-1 0 96 3,724.551 0 54.9 3,765.430 0.1 39.3 3,779.640

100-5-2 0 96.3 3,894.464 0 58.1 4,023.193 0 44.2 4,022.386

100-5-3 0 96 3,714.779 0 53.2 3,761.939 0.2 35.3 3,811.037

100-5-4 0 95.6 4,308.530 0 54.1 4,320.342 0.5 37.1 4,318.105

100-5-5 0 97.1 3,761.247 0 54 3,890.961 0 36.3 3,876.139

100-10-1 0 82.9 3,436.600 0 33.5 3,500.484 2.2 20.6 3,482.373

100-10-2 0 83.5 4,151.194 0 34.8 4,246.553 1.5 19.7 4,246.219

100-10-3 0 79.3 3,866.267 0 31.3 3,947.463 2.5 20.6 3,925.971

100-10-4 0 85.1 4,098.065 0 32.3 4,112.542 2.5 20.4 4,138.753

100-10-5 0 69.9 3,676.510 1.1 20.2 3,696.339 5.8 18.1 3,696.068

150-5-1 0 144.6 5,585.126 0 80.4 5,684.004 0 60.2 5,693.055

150-5-2 0 145.9 5,874.865 0 78.1 6,017.318 0 64.5 6,090.887

150-5-3 0 144.1 5,723.080 0 78.5 5,885.210 0 60.1 5,919.457

150-5-4 0 145.5 6,194.204 0 72.7 6,222.323 0.6 52.4 6,184.208

150-5-5 0 146.8 5,430.327 0 77 5,634.843 0 57.8 5,617.953

150-10-1 0 126.6 5,326.577 0 44.1 5,379.713 2.5 30.2 5,427.539

150-10-2 0 125.4 6,266.869 0 47.8 6,416.550 2.1 33.8 6,422.384

150-10-3 0 127.6 5,664.869 0 46.5 5,856.876 1.6 30 5,883.811

150-10-4 0 131.4 6,279.622 0 46.6 6,330.217 2.4 29.6 6,317.944

150-10-5 0 130.4 5,373.756 0 47.9 5,436.634 1.9 28.9 5,487.804

150-15-1 0 112.9 5,049.841 0 37.2 5,171.035 5.3 29 5,174.500

150-15-2 0.3 94.6 5,607.956 3.7 35 5,674.369 11.1 32.8 5,665.062

150-15-3 0 116.2 5,745.012 0 38.2 5,841.514 3.9 26.6 5,832.087

150-15-4 0 113.3 6,161.661 0.9 29.9 6,198.171 8 30.5 6,208.942

150-15-5 0 113.1 5,797.540 1 31.1 5,831.609 7.5 30.3 5,866.051

200-10-1 0 170.9 6,883.605 0 61.8 7,028.413 1.2 44.6 7,063.412

200-10-2 0 172.6 8,332.952 0 59.8 8,579.165 2.4 42.8 8,586.991

200-10-3 0 172.8 7,772.788 0 60.1 7,977.889 1.2 43.5 7,998.952

200-10-4 0 173.4 8,203.755 0 62.4 8,335.974 0.3 41.1 8,297.955

200-10-5 0 171 7,228.651 0 56.8 7,350.535 2.6 38.5 7,364.402

200-15-1 0 158.2 6,928.481 0 53.3 7,149.666 4.4 36.9 7,199.991

200-15-2 0 153.8 7,491.654 1.5 46 7,592.900 9.2 37.9 7,589.134

200-15-3 0 158.7 7,543.940 0 53.5 7756.547 3.7 41.3 7,764.329

200-15-4 0 158.9 8,066.942 0 51.9 8,183.756 4 38.1 8,115.711

200-15-5 0 140.8 7,482.333 4.7 45.1 7,555.261 12.6 42.8 7,615.827

300-15-1 0 244.6 10,217.101 0 80.6 10,628.301 2.1 60.5 10,607.957

300-15-2 0 236.5 11,253.393 0.9 62.3 11,482.303 10.1 60.7 11,438.291

300-15-3 0 244.9 10,976.929 0 82.2 11,356.3691 2.9 61.9 11,376.770

300-15-4 0 237.1 11,728.895 0 78.7 11,966.410 3.5 59.2 11,997.771

300-15-5 0 238.5 11,142.213 0.8 66.9 11,292.622 9.9 58.4 11,341.493

(Continued)
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Table 1 (continued)

LS GA PSO

Instance #Rejected #Local Cost #Rejected #Local Cost #Rejected #Local Cost

300-20-1 0 226.4 10,903.233 0 73.4 11,231.359 4.7 60.1 11,250.948

300-20-2 0.2 212.7 11,782.898 2.9 64 12,098.070 11.5 63.5 12,136.390

300-20-3 0 227 10,236.996 0 70.6 10,545.753 6.5 61.1 10,563.364

300-20-4 0 236.1 11,543.552 0.9 65.2 11,831.730 8.4 60.8 11,858.952

300-20-5 0 222.1 10,592.643 2 61.2 10,832.422 11.5 58.3 10,869.586

Table 2 Comparative results of the best solution over 10 runs.

LS GA PSO

Instance #Rejected #Local Cost #Rejected #Local Cost #Rejected #Local Cost

100-5-1 0 98 3,749.571 0 59 3,819.108 0 47 3,781.272

100-5-2 0 98 3,902.546 0 62 3,970.117 0 52 4,029.095

100-5-3 0 97 3,701.371 0 58 3,717.753 0 41 3,776.172

100-5-4 0 98 4,314.778 0 58 4,301.349 0 46 4,362.843

100-5-5 0 98 3,741.932 0 59 3,868.527 0 42 3,902.980

100-10-1 0 88 3,447.738 0 38 3,515.419 1 23 3,484.749

100-10-2 0 86 4,157.000 0 38 4,259.782 0 17 4,271.786

100-10-3 0 83 3,829.099 0 35 3,937.409 1 21 3,959.419

100-10-4 0 88 4,061.314 0 37 4,093.564 0 24 4,156.844

100-10-5 0 77 3,693.829 1 27 3,680.605 5 24 3,712.366

150-5-1 0 147 5,574.434 0 89 5,695.708 0 68 5,584.052

150-5-2 0 148 5,865.309 0 83 6,009.060 0 71 6,146.270

150-5-3 0 147 5,694.042 0 85 5,919.540 0 67 5,925.531

150-5-4 0 147 6,190.606 0 77 6,238.388 0 54 6,171.385

150-5-5 0 148 5,414.249 0 83 5,594.633 0 66 5,604.121

150-10-1 0 134 5,294.551 0 53 5,376.953 1 28 5,436.064

150-10-2 0 128 6,241.442 0 51 6,421.258 1 36 6,344.115

150-10-3 0 131 5,641.550 0 55 5,880.465 0 28 5,835.448

150-10-4 0 135 6,288.819 0 53 6,338.471 1 37 6,269.320

150-10-5 0 136 5,349.565 0 51 5,430.901 1 33 5,481.943

150-15-1 0 115 5,049.656 0 48 5,146.934 4 26 5,155.840

150-15-2 0 103 5,567.713 3 38 5,721.069 9 27 5,670.857

150-15-3 0 123 5,766.045 0 45 5,826.367 1 32 5,880.845

150-15-4 0 119 6,187.288 0 24 6,197.557 7 32 6,211.291

150-15-5 0 118 5,779.109 1 40 5,807.097 6 35 5,868.481

200-10-1 0 177 6,892.485 0 66 7,051.450 0 53 7,099.090

200-10-2 0 177 8,395.566 0 65 8,548.144 1 39 8,590.509

200-10-3 0 176 7,781.355 0 65 7,978.409 0 44 7,977.051

200-10-4 0 178 8,147.028 0 66 8,284.278 0 49 8,226.066

200-10-5 0 177 7,214.994 0 62 7,402.267 1 40 7,344.745
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parameter α from 1.0 to 500, and nine values are taken into consideration. Figure 1 shows
the average number of the tasks assigned to local machines with α = 1, 10, 50, 100, 200, 500.
From the curve, we can see that the result is unsatisfactory when α = 1, and the average
number increases greatly as α increases. The number becomes stable when α is above 50.
Therefore, we set α to 50 in our experiment.

Table 2 (continued)

LS GA PSO

Instance #Rejected #Local Cost #Rejected #Local Cost #Rejected #Local Cost

200-15-1 0 168 6,871.216 0 57 7,141.375 1 45 7,160.826

200-15-2 0 159 7,508.692 1 49 7,615.225 6 31 7,584.174

200-15-3 0 163 7,544.616 0 58 7,692.403 1 40 7,816.401

200-15-4 0 164 8,047.307 0 56 8,191.826 1 36 8,190.958

200-15-5 0 150 7,443.951 3 43 7,571.427 10 46 7,591.578

300-15-1 0 251 10,226.541 0 84 10,599.136 1 69 10,618.304

300-15-2 0 248 11,324.833 0 57 11,520.125 8 60 11,367.876

300-15-3 0 252 10,968.732 0 90 11,329.991 0 56 11,378.326

300-15-4 0 241 11,688.697 0 87 11,988.589 1 58 12,183.619

300-15-5 0 246 11,144.910 0 57 11,350.479 9 68 11,273.256

300-20-1 0 237 10,882.128 0 78 11,256.136 1 69 11,153.087

300-20-2 0 228 11,766.276 2 67 12,211.728 8 64 12,131.008

300-20-3 0 232 10,235.831 0 76 10,618.108 4 63 10,488.928

300-20-4 0 242 11,580.021 0 65 11,849.761 3 62 11,827.778

300-20-5 0 234 10,627.410 1 58 10,744.919 8 57 10,883.312

Figure 1 Parameter analysis on α. Full-size DOI: 10.7717/peerj-cs.1346/fig-1
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We also test the parameter thp, which determines the probability of perturbation. We
vary it from 0.99 to 0.6, and select six values to show the tendency when the probability
decreases. Figure 2 illustrates the results, where the accumulated value of the assigned task
numbers are given in the figure. It is easy to see that thp = 0.99 has a fast better
accumulated result than those of other values. The result becomes worse as thp decreases,
so thp should be set to a probability that is close to 1.

Figure 2 Parameter analysis on thp. Full-size DOI: 10.7717/peerj-cs.1346/fig-2

Figure 3 Parameter analysis on thr. Full-size DOI: 10.7717/peerj-cs.1346/fig-3
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Moreover, we evaluate the parameter thr that controls the number of loops. We set thr
to 1; 5; 10; 30; 50; 100; 200f g! n!m, and compute the accumulated value of the assigned
task numbers. Figure 3 shows the result. As can be seen that the result for each value is
quite similar to those of others, so our algorithm is not sensitive to the parameter thr. We
set it to 5! n!m in our experiment.

CONCLUSION
Task scheduling with deadline constraints has a great importance in distributed cloud
computing, which is a necessary technique for real-world applications in the smart city. In
this article, we discuss task scheduling in a distributed cloud environment, where local
micro cloud systems are located at different places. We also present a task scheduling
problem with deadline constraints to achieve low-latency services and minimize the total
cost. An efficient local search algorithm is proposed to solve the problem. The algorithm
employs a greedy strategy to search for a better solution on the neighborhood and
improves the solution iteratively. Moreover, randomized methods are also integrated into
task selection and machine selection in order to make a better search diversity. Extensive
computational experiments are performed to evaluate our proposed algorithm. The results
of the experiments are compared with results produced by swarm-based approaches.
Comparative analysis shows that the proposed local search algorithm performs better than
existing algorithms on both the refuse rate of tasks and the total costs of the services.
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ABSTRACT
One of the key technologies in smart cities is the use of next generation networks
such as 5G networks. Mainly because this new mobile technology offers massive
connections in densely populated areas in smart cities, thus playing a crucial role for
numerous subscribers anytime and anywhere. Indeed, all the most important
infrastructure to promote a connected world is being related to next generation
networks. Specifically, the small cells transmitters is one of the 5G technologies more
relevant to provide more connections and to attend the high demand in smart cities.
In this article, a smart small cell positioning is proposed in the context of a smart city.
The work proposal aims to do this through the development of a hybrid clustering
algorithm with meta-heuristic optimizations to serve users, with real data, of a region
satisfying coverage criteria. Furthermore, the problem to be solved will be the best
location of the small cells, with the minimization of attenuation between the base
stations and its users. The possibilities of using multi-objective optimization
algorithms based on bioinspired computing, such as Flower Pollination and Cuckoo
Search, will be verified. It will also be analyzed by simulation which power values
would allow the continuity of the service with emphasis on three 5G spectrums used
around the world: 700 MHz, 2.3 GHz and 3.5 GHz.

Subjects Computer Networks and Communications, Emerging Technologies
Keywords 5G networks, Clustering, Bioinspired optimization, Small cells positioning, Smart cities

INTRODUCTION
The emerging concept of Smart cities is being promoted with the deployment of 5G
technologies. Considering the increasing amount of industrialization with urbanization,
the huge demand for resources and their ubiquitous use are catalyzing the emergence
deployment of smart city technologies and applications. All urbanization enablers like
transportation and mobility, health care, natural resources, electricity and energy, homes
and buildings, commerce and retail, society and workplace, industry, agriculture and the
environment, are hugely dependent of a suitable communication and safe capabilities to
support these smart cities application domains.

Meanwhile, the fifth generation of wireless communications, the 5G system, is currently
being integrated, with an extensive range of applications and frequency channels for its
operation. According to Dahlman et al. (2014), 5G operation aims at a 1,000 times greater
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traffic capacity and a pulled bandwidth capacity capable of working with a latency response
of 1 ms with data rates in the order of 1 to 10 Gbps. The development of 5G systems is
divided into indoor and outdoor spreads. Generally, the sub-6 GHz band is applied
outdoors because it is easier to transmit and propagate, and communication companies are
already testing and applying 5G systems in this band for commercial purposes, in different
parts of the world, as reports from Viavi (2022) have shown. In Brazil, it is no different—all
major operators already have 5G systems in operation for several capitals in the country.
AgênciaBrasil (2021) and Reuters (2021) inform that the main frequencies to operate 5G in
the country, according to the government body Anatel, are 700 MHz, 2.3 GHz and 3.5
GHz for outdoor systems, and 26 GHz for indoor deployments.

GSMA (2021) states the band allocation of auctioned 5G spectrums in Brazil. The sub-6
GHz bandwidths are 20 MHz for 700 MHz (10 MHz per operator), 90 MHz for 2.3 GHz
(40 or 50MHz per operator), and 400MHz for 3.5 GHz (80 to 100MHz per operator). The
3.5 GHz spectrum is, currently, the most used for 5G applications around the world, and it
is the range that possesses the greater number of proposed devices in the literature.
Examples can be found in Li et al. (2021) and Kapoor, Mishra & Kumar (2021).

Along the difficulties tied to the deployment of 5G heterogeneous networks (5G
HetNet), are the challenges to optimize their user coverage and user capacity, allowing for
an increased number of services provided whilst keeping network costs low. And, as
Rappaport et al. (2013) has stated, 5G coverage should be available everywhere, to anyone.
That is, user coverage needs to be as closer to a hundred percent as ever.

A number of studies and surveys have dealt with the necessity of coverage optimization.
Agiwal et al. (2021), for instance, dedicates a whole survey on the applications of 4G–5G
inter-operations, and how those can be better achieved. This is because implementation of
5G networks till this day are much costing, and changes cannot be applied overnight.
Meanwhile, 4G-LTE cells can provide service coverage while 5G is still expanding. Another
survey that is worth noticing, written by Shayea et al. (2020), focuses on user mobility
management and how user equipments (UEs) are prone to disconnect if there are no
satisfactory solutions to coverage, capacity and handoff problems and challenges.

The study herein proposed aims to provide a solution to the coverage problem for future
5G network applications, focusing especially in the range of small cells. The positioning of
small cells is a key concept of densification offering a potential solution for the ultra-dense
traffic in Smart cities. Otherwise, to add to the traditional cell planning in this work two
types of computational intelligence techniques will be tested, i.e., metaheuristic
optimization through the utilization of a bioinspired computing algorithm (BIC) and a
clustering technique. It is possible to group a set of users into an intelligent network
coverage system, that aims to not only optimize the number of small cells but also deal with
energy efficiency measures (such as controlling the transmitted power used in the cells).

Bioinspired computational methods are mainly based on natural selection. They are set
to mimic the natural behavior of nature, in which the best and most surviving individuals
prevail. With that in mind, these bioinspired algorithms serve as good optimization
methods for mathematical and engineering problems, especially those where metaheuristic
techniques (trial and error) can be applied to achieve one or more concrete goals. They
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have been applied to a multitude of areas where non-linear, multimodal optimization is
required. E.g., Li et al. (2022) cite some areas of robotics where they might be useful,
Nguyen et al. (2020) exposes some challenges in smart energy management that can be
overcome with bioinspired solutions, and Gill & Buyya (2019) shows that some of them are
even used on big data analysis and as aid to digitization of important documents into
digital libraries.

The clustering method chosen for this application is K-means, which is extensively
utilized in the literature for its simplicity and efficiency Ahmed, Seraj & Islam (2020). As
for the bioinspired methods, two are to be tested in conjunction with K-means: the Cuckoo
Search (CS) and the Flower Pollination Algorithm (FPA). As the aim of the work is to both
maximize user coverage and minimize transmitted power, it is needed to use their multi-
objective counterparts (that is, MOCS and MOFPA).

By using real data from open and free database OpenCellid, see Khan, García-Armada
& Escudero-Garzás (2020), it is possible to pre-select cells with the greatest amount of user
traffic in 4G-LTE in order to plan out how future 5G small cells shall behave in order to
provide good coverage of service to users. More details about this are to be explained in the
Methodology section.

The proposed hybridization of clustering and bioinspired algorithms is to be tested in
simulations to determine an optimal user coverage for the three aforementioned
frequencies that have been auctioned to operate in Brazil: 700 MHz, 2.3 GHz and 3.5 GHz.
In total, two hybrid algorithms have been produced: MOCS + K-means (MOCS-KM) and
MOFPA + K-means (MOFPA-KM).

The main contributions of this study are the provision of a metaheuristic method to
achieve optimal network coverage with low-power small cells, and to provide data that can
be adapted to an densely urban but with a rainforest climate such as the city of Belém,
Brazil—which is where our OpenCellid data is from. A considerable area of the city has
been selected to test the intelligent UE clustering simulations for 5G small cell
implementation.

The article is organized into the following sections: Related Works discourses about
some of the state-of-the-art solutions for coverage and capacity optimization for 5G as well
as bioinspired/clustering algorithm hybrids; Methodology explains how the study was
conducted, the theory behind the algorithms utilized and gives information on the
propagation model chosen for path loss and user coverage modeling; the Results
demonstrate the simulation of the algorithms for the different frequency ranges; and
Conclusions expose our final considerations of the study.

RELATED WORKS
This section is to be divided into three topics: Coverage and capacity optimizations for
applications in 5G systems, Heterogeneous wireless networks and 5G architecture, and
Bioinspired algorithm hybridizations focusing on clustering of data.
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Coverage and capacity optimization of 5G networks
An analytical study on the coverage, handoff and cost optimization for heterogeneous 5G
networks (5G-HetNet) has been written by Ouamri et al. (2020). A path loss model is
suggested for both Line-of-Sight (LoS) and Non-Line-of-Sight (NLoS) situations, with
different path loss exponents, and the handling of coverage and handoff probability is done
by stochastic geometry with values in SINR (Signal to Interference-Plus-Noise Ratio). By
the method of Cellular Network Planning (CNP), network investment cost issues are
optimized.

Khan, García-Armada & Escudero-Garzás (2020) talks about a heuristic method to
predict the employment of 5G base-stations in Spain by obtaining user and traffic data
from LTE networks, using the free database of OpenCellid. This dimensioning of a 5G
network takes into consideration the various aspects of this technology: heterogeneous
architecture, the necessity for a high Quality of Experience (QoE) and smart resource
allocation. Their objectives are achieved by separating the highest traffic areas, and then
deciding where 5G cells are to be deployed.

Khan et al. (2022), however, improves on their model of 5G planning by assigning a
clustering algorithm to the task of deploying 5G base-stations into high data traffic areas. A
K-means algorithm has been utilized, using the Elbow heuristic as a benchmark. Not only
does it deal with the coverage characteristics of the network, but also demonstrates an
extensive study on its capacity dimensioning. The goal of the study is to decrease the
network cost, as well as provide a more robust way to interpret the data for network
planning decision.

Another article that talks about coverage area optimization for 5G is found inWang, Lee
& Wu (2020). It is mathematically complex, as the goal is to provide numerical solutions
for the employment of macro and small cells in 5G. Therefore, different clustering
approaches are suggested by the authors, as well as models to prevent noise and
interference. Numerical case examples are given for different scenarios and, as it deals with
heterogeneous networks, the coverage simulations can be seen with generally one or two
macro cells and several small cells around them.

Jia, Ji & Chen (2019) denotes another mathematically complex problem: the intra-
clustering organization and interference issues of 5G millimeter wave (mmWave)
networks. Given that mmWave has very little coverage, the usage of Pico cells and Femto
cells proves to be necessary. This amounts to a large number of cells and nodes within the
network that cluster up and results to large amounts of inter and intra-cluster
interferences. The article then lists some of the differences between Pico and Femto cell
user association, and then derive said UE associations and Laplace transforms of
interference via stochastic geometry.

Meanwhile, Bektas et al. (2021) deals with the planning of private 5G networks. In
situations which require fast or even temporary network solutions, the authors have
provided an unsupervised machine leaning (UML) technique for base-station placement.
It takes into consideration the boundaries and environmental variables of the area to be
covered, as well as service quality (in this case, a signal greater than −90 dBm). Ray Tracing
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simulations on a virtual environment emulating the Monaco Grand Prix are made to
validate and test the outputs of the UML implementation.

Jain, Lopez-Aguilera & Demirkol (2021), in turn, proposes a framework for 5G capacity
optimization based on User Association and Resource Allocation (AURA-5G). It aims to
optimize for both maximum sum of throughtputs and best bandwidth allocation within
the network. This framework is then applied to be tested in many distinct architectural
applications of 4G and 5G, such as Enhanced Mobile Broadband (eMBB) and Massive
Machine Type Communication (mMTC). The study demonstrates that this framework
improves throughput and other metrics such as latency when compared to baseline user
association techniques.

Heterogeneous wireless networks and 5G architecture
As data volume and demands increase with the higher connection data rates of 5G, it is
necessary to implement different ways of handling user access to improve the connectivity
and capacity of future networks. Hence, 5G implementations aims to provide
heterogeneous access and network slicing to meet different data criteria. Here, we shall
discourse on some works on the matter, given that it is a fundamental field of study for
future applications.

In Haile, Mutafungwa & Hämäläinen (2020), there are sections dedicated on
elucidating about ownership models and heterogeneity of architectures in small cell-based
5G-NR networks. Given that the article focuses on the hyperdensification due to growing
user demands, it claims that operator-based small cells may not be sufficient to support
user data traffic. So, neutral third-parties (governmental or private companies) or even
user-deployed small cells may be employed to deal with such problems.

The authors then discourse that a shift to a “service-oriented” paradigm for network
planning will become more common eventually, and that 5G network slicing is one of its
main features. Network slicing is a way to utilize distinct, end-to-end logical networks
taking into consideration different types of user demands whilst still operating within the
same physical structures—see Zhang (2019).

One common architecture and user access standard for 5G addressed in many works
such as Harper & Sirotkin (2020), Haile, Mutafungwa & Hämäläinen (2020) and Bertenyi
et al. (2018) is NG-Radio Access Network (NG-RAN). It is classified as a heterogeneous
network as it aims to function with nodes that can provide either 5G New Radio (5G-NR)
access or 4G-LTE access (ng-eNB). Its operation can be standalone or non-standalone.
Standalone means that only the 5G core architecture (5GC) will be utilized, whilst non-
standalone is an integration of NR and LTE-EPC architectures allowing user access for
both 4G and 5G. Moreover, network virtualization of 5G base-stations can allow traffic
separation into central units (CU), distributed units (DU) and radio units (RU), as well as
provide cloud compatibility (C-RAN).

Another technique to improve user access is non-orthogonal multiple access (NOMA),
which can be applied to a plethora of situations within 5G networks, such as Femto, Pico
and Micro Cell 5G coverage and Networked Flying Platforms (NFPs). According to Lv
et al. (2020) and Diamanti et al. (2020), as opposed to orthogonal multiple access (OMA)
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that allocates resources for each user separately, NOMA utilizes multiplexing in the power
domain in order to accommodate multiple users into the same time/frequency resources,
promoting a better utilization of available bandwidth, via a method called superposition
coding (SC). The management of interference between users is then processed by secure
interference cancellation (SIC), a technique that decodes this multiplexed signal at the
receiving end.

Given its extremely focused on power allocation and that channel state information
(CSI) can be difficult to acquire on this type of technique, optimizations for NOMA
network tend to lie under these subjects. Examples are the aforementioned work of
Diamanti et al. (2020) that proposes power allocation optimization via reinforcement
learning (RL) and contract theory (CT), Xu & Cumanan (2017) that proposes the same
problem but considering the statistical CSI on transmitter and using the a-fairness
method, and Fang et al. (2017) that considers imperfect CSI and aims to improve resource
allocation within a multi-carrier NOMA (MC-NOMA) framework.

Kuribayashi et al. (2020) has developed a cell range expansion technique based on a
particle swarm algorithm. This work fills both roles of providing coverage planning and
expansion while maintaining a HetNet context. The objective is to achieve said small cell
coverage expansion by maximizing the number of users whose downlink connection
requirements are met. The algorithm then balances the load of small cells via maximum
SINR of users, and uses it to model an objective function that aims to compute a cell range
Expansion bias (CRE). Conventional PSO and other particle-based approaches have been
tested against their proposed algorithm, the PSO-Based CRE Bias (PCB), which has shown
to be better for this type of application.

Bioinspired algorithm hybridizations for data clustering
Jensi & Jiji (2015) have accomplished to generate a FPA hybrid with K-means, a similar
method to the study presented herein. In the article, they present this technique to test and
clusterize eight different datasets, with promising results. It is attested that the
hybridization has given better average fitness results for all tests, thus proving it to be more
efficient.

However, the hybridization process shown in the article takes the current best solution
in the FPA and executes a local search around it using the K-means. This is different from
the implementation we have provided, to be further explained in the Methodology section.

Hatamlou (2017) is another article that deals with nature-inspired algorithms, with their
proposed technique of utilizing particle swarm optimization (PSO) with the big bang-big
crunch (BB-BC). The objective, like in Jensi & Jiji (2015), is to provide an efficient method
of data clustering, and both of them use five equal datasets (Iris, Wine, Glass, CMC,
Cancer) in order to test their techniques. However, for all the same datasets, the PSO-BB-
BC hybrid has shown better average fitness than its FPA-KM counterpart.

Another robust work in the subject is found in Logesh et al. (2020). Based on
TripAdvisor travel recommendations data, the authors propose several hybrid solutions.
These are based on swarm intelligence algorithms, such as an improved PSO model,
Brainstorm Optimization (BSO), Quantum-Behaved Brainstorm Optimization (QBSO)
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and the Immune Genetic (IG) technique. In most cases, the best optimizer is the novel
QBSO-IG hybrid that they have proposed themselves. This study also provides many
details on recommendation systems and draws a comparison on many other articles that
have dealt with its data clustering optimizations.

Khan, Aftab & Zhang (2019) have proposed a clustering technique for Flying Ad-Hoc
Networks (FANETs), named Bio-Inspired Clustering Scheme for FANETs (BICSF), that
consist of organizing drones in the air based on their positioning and energy management.
The goal is to reduce energy consumption, elevate the air time of the devices and minimize
the time that the drones take to organize themselves into clusters. The hybrid is between
the glowworm swarm optimization (GSO) and krill herd (KH) algorithms, and it is tested
against more commonly found bioinspired ones—Grey Wolf Optimization (GWO) and
Ant Colony Optimization (ACO), to specify.

Pitchaimanickam & Murugaboopathi (2020) also proposes a hybrid approach for
network clustering, however, with an emphasis on ameliorating battery life and
information management in wireless sensor networks. The creation of clusters itself is
done by a LEACH-C algorithm, which is then optimized with a conjuction of a PSO and
the Firefly Algorithm (FA). HFAPSO, as the hybridization is abbreviated, proves to be
considerably more efficient than the separated techniques in a simulation of 100 sensors
and an area of (100 × 100) m2. Results have shown that not only does it better coordinates
the clusters, but it sustains the battery life of sensor nodes for longer.

Cao et al. (2021) demonstrates a heterogeneous Wireless Sensor Network (WSN)
coverage area optimization, in which a Chaos-Improved Social Spider Optimization
(CSSO) is used to accomplish the task. The solution aims to deploy the sensors by saving as
much energy consumption and network cost as possible, as well as reducing coverage
redundancy and trying to cover blind spots as best as possible.

Lastly, a study that also uses K-means in a hybrid bioinspired computing setting is
conducted by Aswani, Kar & Vigneswara Ilavarasan (2018). It is combined with a Firefly
Algorithm, but also with a modified, Lévy flight and chaos-induced version of it (LFA-
chaos). This clustering technique is then tested against a Fuzzy C-Means (FCM) algorithm,
and its application is to find spam accounts on social media website Twitter. It uses many
significant behavioral factors of the user as input to solve this problem, such as its hashtag
frequency, number of mentions, tweet count, follower count and many more, up to a total
of 13. The Lévy flight applied to this FA is similar to the one used in the FPA exposed in the
Methodology section.

Contributions
The main contribution to our study is the utilization of a fairly simple low complexity
bioinspired computing and clustering hybrid in order to solve a cell planning (CP)
problem by means of small cell coverage and transmitted power optimization.

This study also utilizes real-life data of LTE by the methods of Khan, García-Armada &
Escudero-Garzás (2020) in order to provide a life-like user deployment in the city of Belém,
Brazil—with suburban to urban characteristics and within the Amazon rainforest biome.
The works of Khan, García-Armada & Escudero-Garzás (2020) and Khan et al. (2022)may
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be evolved in user selection and data mining but still leave a gap to come up with more
developed, faster computational methods to solve 5G coverage problems—the former
study used a heuristic created by the authors themselves, and the latter used only a
clustering algorithm. The hybrid solution present herein is a better and more developed
technique overall, therefore it shall produce better coverage optimization results.

Cell planning is considered to be a NP-hard problem, therefore, a solution in real time is
unlikely to be found and an exact solution is hard to find in polynomial time, as explained
by Weicker et al. (2003) and Taufique et al. (2017). Bioinspired algorithms, however, tend
to have low algorithmic complexity but are able to solve highly complex problems—seeHe
et al. (2017). They can be useful tools by providing a metaheurisitc approach that takes less
time than other techniques to produce satisfactory network planning results—e.g., the
studies of Kaur, Pal & Singh (2020) on the matter. Thus, another contribution of this work
is the Running Time analysis conducted to attest that such NP-hard, non real-life problem
can be further optimized in a matter of a dozen or couple dozen of minutes only.

As a secondary objective, the work herein can also become a reference for further
coverage and capacity planning of 5G networks in suburban and urban environments of
the Amazon rainforest region, or even other regions of Brazil, by the usage of real-life user
data estimation and dimensioning—which enhances the verisimilitude of simulational
results.

METHODOLOGY
In this section, details about the objectives, the methods and optimization techniques used
in this study are elucidated.

In general terms, the aim of the study presented herein is to acquire real-life LTE user
data from OpenCellid to aid in the deployment of 5G cells in a four-neighborhood area
from the city of Belém, Brazil. The involved neighborhoods are Sacramenta, Barreiro,
Miramar and Pedreira, and the area is represented in Fig. 1.

For that matter, by selecting the LTE cells with the greater traffic according to
OpenCellid data, and inspired by the data mining process of Khan et al. (2022), a total of 19
LTE cells were selected to provide the highest data traffic areas and aid our deployment
proposal. Therefore, by taking learning data from these cells, we have made a hybrid
clustering/bioinspired technique that aims to solve the coverage problem in 5G frequency
bands of 700 MHz, 2.3 GHz and 3.5 GHz.

Two problems to be optimized show up when thinking of providing coverage for a
medium-to-high density urban area so large such as this: the number of k cells (or clusters
of users) that is required to achieve a good user coverage percentage, and also, for matters
of energy efficiency, how much power Pt should be applied to these cells in order to reach
the best coverage by spending less energy. Given that our approach aims to minimize both
these variables, network costs should also be minimized throughout the process. So, a
simulation with an N number of users normally distributed in the aforementioned area is
drawn to test how much coverage the proposed metaheuristic setup will achieve.

The Methodology from here is separated in various subsections. Firstly, the bioinspired
algorithms shall be revised, then an explanation on the K-means clustering algorithm is
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given. Lastly, the hybridization process is explained, as well as the path loss propagation
model for producing the objective functions.

Also, Table 1 denotes all variables, constants and parameters that are present in
equations and results throughout the article with brief explanations and, when present,
their units.

Figure 1 Area of interest inside Belém, Brazil. Full-size DOI: 10.7717/peerj-cs.1412/fig-1
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Table 1 List of variables, constants and parameters.

Symbols Descriptions

Abm Base median path loss (ECC model)

Afs Free-space attenuation (ECC model)

GFr Receiving antenna gain factor (ECC model)

GFt Transmitting antenna gain factor (ECC model)

Gr Receiving antenna gain

Gt Transmitting antenna gain

L Pollination strength for global pollination (MOFPA)

Lb Lower bounds of the search space (MOCS and MOFPA)

Nconnected Number of users connected to the network

Ni Maximum number of iterations (MOCS and MOFPA)

Noutage Number of users disconnected from the network

Nusers Number of total users in the optimization search space

PLECC Path loss given by the ECC model (in dB)

Pa Nest discard probability (MOCS)

Pdiff Differential between optimized transmitted power and its minimum value (in dBm)

Pr , or Rx Received power (in dBm)

Pt , or Tx Transmitted power (in dBm)

Ub Upper bounds of the search space (MOCS and MOFPA)

Xt
i Position of an individual in the search space, for iteration t (MOCS and MOFPA)

Xtþ1
i Position for next iteration t+1 of an individual in the search space (MOCS and MOFPA)

ak Set of centroid positions (K-means)

d Haversine distance between a base-station and a user (in meters)

favg Average fitness of the best generation produced by the optimization

fbest Best fitness produced by the optimization, overall

fc Central frequency (in MHz or GHz, as specified)

fi Single objective i, in a multi-objective function

fmax Maximum fitness found within the best generation of the optimization

g" Best current solution (MOFPA)

hBS Base-station antenna height (in meters)

hUE User antenna height (in meters)

k Number of clusters given by the optimization (MOCS and MOFPA)

nCS Cuckoo population (MOCS)

nFPA Pollen population (MOFPA)

p Switch probability between local and global pollination (MOFPA)

s Step size of Lévy flight (MOFPA)

t Current iteration of the optimization algorithm (MOCS and MOFPA)

u Lévy distribution approximation, for the MOCS algorithm

wi Weight of single objective i, in a multi-objective function

xi Data points to clusterize (K-means)

zik Cluster membership variable (K-means)

a Step size of Lévy flight (MOCS)
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In order to the utilize multi-objective functions, the simplest way is to involve all
objectives into a single mathematical sentence, as shown in Eq. (1):

f ¼
Xn

i¼1

wifi;
Xn

i¼1

wi ¼ 1; (1)

in which wi are the weights given to each objective, and fi are the single objectives and the
sum of all weights must be equal to 1.

Multi-objective cuckoo search
One of the most utilized bioinspired algorithms, the Cuckoo Search algorithm has been
created by Yang & Deb (2009). It has been used to optimize multiple applications ever
since, mainly in the areas of mathematics and engineering, according to Shehab, Khader &
Al-Betar (2017) and Ferreira et al. (2021). The main bioinspired idea behind this method is
the computational modeling of the parasitic behavior of cuckoo-type birds, that often lay
their eggs inside the nests of other types of birds. This is a natural occurrence in nature, as
the host species often does not perceive the cuckoo’s “alien” egg inside the nest, or either
choose to ignore it completely or abandon the nest altogether, choosing another place to
lay its eggs on. However, if the egg is ignored and left to grow inside the host bird’s nest, the
cuckoo hatchling is born, and reaches maturity much faster than the other eggs, pushing
the host bird’s eggs outward. Thus, the cuckoo baby bird expels the other eggs from the
nest, resulting in a higher food share for it, and becoming well-fed.

Thus, the whole process is based upon three major rules:

1. Each cuckoo lays one egg at a time, and deposits it in a random nest. Each egg is
considered a potential solution—metaheuristic

2. The best nests carry the best eggs (solutions), and these will survive the next generations
due the parasitic nature of the cuckoo hatchlings—elitism.

3. The number of available nests is constant, and defined by the code developer. The
probability of a cuckoo egg being discovered by the host bird is defined as Pa 2 ½0; 1Þ.
After this, the bird may choose to discard this egg or abandon its nest—discarding the
worst solutions.

The latter rule can also be described by indicating that a probability fraction Pa from the
various n nests of host birds are replaced by new nests, presenting randomized solutions.

Table 1 (continued)

Symbols Descriptions

b Random step length (MOCS)

e Parameter for local pollination strength (MOFPA)

! Parameter for global pollination strength (MOFPA)
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The movement of cuckoos within the search space is dictated by a stochastic method
called Lévy flights, which provides each cuckoo (from a number of i cuckoos) in the code
iteration a path to find possible solutions (nests). Equations (2) and (3) represent,
mathematically, a Lévy flight and its Lévy distribution, respectively:

Xtþ1
i ¼ Xt

i þ a# LevyðbÞ (2)

LevyðbÞ ffi u ¼ t'ðbþ1Þ; ð1,b ( 3Þ (3)

where i and t are, respectively, the maximum number of cuckoos and the current code
iteration. a is a parametric value denoting the step size for the cuckoo flight, that must
generally be greater than zero. In this study the value is set to a ¼ 1, as Yang & Deb (2009)
claim that an unitary alpha is sufficient for most optimization cases.

In Eq. (2), the Lévy distribution is associated to the Lévy flight with the product #,
which means “entrywise multiplication”—a kind of product between two matrices of the
same size. In the PSO algorithm, a similar product can be found, however, for the Lévy
flight method, the search space can be much better harnessed.

As for Eq. (3), this is about the Lévy distribution. It possesses infinite variance and
average values. The variable b is the random step length, needed for providing a variable
magnitude to the random walk performed by the Lévy flight.

Given that the Lévy distribution presents infinite variance, the search space is virtually
limitless, meaning that the length of the flight taken could be very short or incredibly long.
However, generally, the new solutions are generated through the Lévy method around the
best obtained solution on a given instant, accelerating the process and concentrating the
computational effort in a part of the search space. Oftentimes, however, solutions are
generated randomly across the space—this is good to prevent the algorithm from getting
stuck in local optima, which are not the globally best possible solution.

An illustration showing a Lévy flight with around a hundred steps can be found in Fig. 2.
A pseudocode of the CS algorithm, as well as its multi-objective counterpart, can be

found in the article in which it was proposed by Yang & Deb (2009). Below, in Algorithm 1,
a transcription of this code is presented.

Figure 2 Representation of a 100-step Lévy flight in its search space.
Full-size DOI: 10.7717/peerj-cs.1412/fig-2
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Multi-objective flower pollination
A solution based on the behavior of natural flower pollinators has been proposed by Yang
(2012), the same author of the cuckoo search, which also utilizes the Lévy flight method of
optimal space search. Its efficiency, in many single and multi-objective applications is
proven to be greater than particle swarm and genetic optimization algorithms. Its multi-
objective counterpart has been proposed in 2013, also by Yang, Karamanoglu & He (2013).

As for the stages of the algorithm, four rules are defined thusly:

1. Biotic and cross-pollination is considered as global pollination process with pollen-
carrying pollinators performing Lévy flights.

2. Abiotic and self-pollination are considered as local pollination.

3. Flower constancy can be considered as the reproduction probability and is proportional
to the similarity of two flowers involved.

4. Local pollination and global pollination is controlled by a switch probability p 2 [0, 1].
Due to the physical proximity and other factors such as wind, local pollination can have
a significant fraction p in the overall pollination activities.

Two kinds of pollination are considered and simulated: global and local pollination.
This assures that the code does not only fall for local solutions, healthily seeking to
encounter a global solution to the objectives. For simplicity manners, the algorithm is
based on the idea that every plant possesses only one flower and can pollinate also just one

Algorithm 1 Multi-objective cuckoo search algorithm.

Define the objective functions as fnðxÞ; x ¼ ðx1;…;XdÞt

Generate the initial population of n host nests xiði ¼ 1; 2;…; nÞ

while (t, number of iterations) or (stop criterion) do

Select a cuckoo randomly via Lévy flight (Eq. (2))

Evaluate the cuckoo’s fitness (represented by F)

Draft a random nest (say, j) out of the n available

if Fi , Fj then

Replace randomly drafted j by the new solution xi

end if

Discard a fraction Pa of worse nests and build new ones

Keep the best/better quality solutions

Rank the best nest set and find the current best

end while

Post-process and visualize results
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other flower at a time, when in true biological terms they can hold a few flowers and
millions of pollinating gametes. This is so that a plant/flower/pollinating gamete are all
considered to be part of one solution altogether.

Hence, the first rule (global pollination) and third rule (flower constancy) of FPA are
mathematically represented as shown in Eq. (4):

Xtþ1
i ¼ Xt

i þ LðXt
i $ g%Þ (4)

where Xt
i is the pollen i or solution vector Xi at iteration t, and g% is the current best

solution among all solutions at the current iteration.
Pollination strength L is dealt via Lévy flight, in which it is a measure of each flight’s step

size, as denoted in Eq. (5). Here, the flights symbolize the path of insects and pollinator
animals in a given area—in the algorithm, this area is the optimization’s global search
space. However, the equation used in this algorithm differs from the one found in cuckoo
flights, as it is based on producing Lévy flights via the Mantegna algorithm. This is basically
a technique to generate pseudo-random step sizes via normal distributions in order to
provide an optimal performance whilst still maintaining the demands of the Lévy
distribution.

L ' λ!ðλÞ sinðpλ=2Þ
ps1þλ

; (5)

in which !ðλÞ is the standard, classic gamma function found in Lévy flights, and other
probabilistic and complex number applications.

The Mantegna step size algorithm can be explained as the Eq. (6).

s ¼ U

jV j
1
λ
; (6)

with s being the step size, U being drawn from a Gaussian distribution of variance r2 and V
also being drawn from a Gaussian distribution but with unitary variance, as can be verified
in Yang, Karamanoglu & He (2014). Generally, the lambda is treated as a parametric value
and it is safe to assume that it is a constant with a possible value of around λ 2 ½0:5; 1:5).
When λ ¼ 1, the variance also equals 1, and results are in such case easier to predict.

For the purpose of Rule 2 (local pollination), the flower constancy is mimicked for a
limited neighborhood near to the reproductive flower’s position. It is represented as

Xtþ1
i ¼ Xt

i þ eðXt
j $ Xt

kÞ; (7)

where Xt
j and Xt

k are pollens from different flowers of the same plant species.
The fourth rule is a probabilistic switch between global and local pollination, and the

probability p can be parametrically and singularly adjusted to improve optimization
performance, depending on the need of the objective function.

All stages of the algorithm are represented in pseudocode form by the recommendations
in Yang (2012), which are transcribed in Algorithm 2. Some details previously discussed
can be noticed, such as an if/else switch for global and local pollination, which are done by
Lévy flights and random selection, respectively.

Ferreira et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1412 14/32

http://dx.doi.org/10.7717/peerj-cs.1412
https://peerj.com/computer-science/


The K-means algorithm
An unsupervised learning method of computational intelligence, the K-means clustering
algorithm has the goal of grouping similar data points. Each of those k amount of clusters,
then, possesses a centroid, which is the mean value M of all positions of the data points.
Due to being fast and easy to reproduce, it is one of the most popular clustering algorithms.
Sinaga & Yang (2020) defines the objective function of K-means according to the following
equation (Eq. (8)):

JðA;ZÞ ¼
Xn

i¼1

Xc

k¼1

zikjjxi $ akjj2 (8)

in which xi is a data point i belonging to a dataset X ¼ fx1; x2;…; xng spread over an
Euclidean space Rd of d-dimensions, ak 2 A ¼ fa1; a2;…; ang is the centroid of the k-th

Algorithm 2 Multi-objective flower pollination algorithm.

Define the objective functions as fnðxÞ; x ¼ ðx1;…;XdÞt

Generate an initial population of flowers/pollens as random solutions

Find, within this population, the best solution g%

Define the switch probability p 2 ½0; 1'

while (t, number of iterations) or (stop criterion) do

for all n flowers in the population do

if rand, p then

Generate a step vector L which obeys a Lévy distribution

Execute global pollination as in Eq. (4)

else

Pick a uniformly distributed number from e ¼ ½0; 1'

Randomly choose individuals j and k from all solutions

Do local pollination according to Eq. (7)

end if

Evaluate new solutions

Update solutions that are better into the population

end for

Find the best current solution, represented by g%

end while

Post-process and visualize results
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cluster and zik is a binary variable (either 0 or 1) that signals if the user i belongs to cluster
k. Given that the objective function needs to be minimized, the algorithm then proceeds to
alter the centroids by also minimizing the Euclidean distance between them and the data
points that belong to them, according to Eq. (9):

ak ¼
Pn

i¼1 zikxiPn
i¼1 zik

; zik ¼ 1; if jjxi"akjj2 ¼minð1$k$cÞjjxi"akjj2:
0; otherwise:

!
(9)

where jjxi " akjj2 is the Euclidean distance.

The ECC-33 propagation model
A channel path loss model is required to evaluate which users are connected to the
network. This propagation model should both belong to a frequency range where the 5G-
NR channels are going to be propagated, as well as adapt to the environment in which it
shall be applied. Some examples in the literature by Samad, Choi & Choi (2022) and
Oladimeji, Kumar & Elmezughi (2022) address models such as the Close-In (CI), Floating
Intercept (FI) and Alpha-Beta-Gamma (ABG), along with measurement campaigns to
verify their usage in 5G channel modelling characteristics.

However, in this study, an ECC-33 model was chosen, which is adapted to the urban but
forested environments of the city of Belém, as proposed by de Carvalho et al. (2021).

ECC-33 is derived from the famous Okumura-Hata model, but taking into
consideration the behavior of higher frequencies, thus extending the frequency range. In
Mollel & Michael (2014), experimental results have been drawn by comparing different
path loss models conducted in Dar es Salaam, Tanzania. The COST-231 and ECC-33
models had the lesser Root Mean Square Error (RMSE), meaning that—for urban,
suburban and rural settings—they had the most approximate results to measured signal
data.

Therefore, the model used in this work is defined thusly:

PLECC ¼ Afs þ Abm " GFt " GFr (10)

in which Afs is the free-space attenuation, Abm is the base median path loss and GFt and
GFr are the transmitting antenna gain factor and received antenna gain factor, respectively.
The values used for the model correspond to the large city scenario, as all acquired data
correspond to an urban region of medium-to-high density. The following Eqs. (11)–(14)
further detail the variables of the model:

Afs ¼ 92:4þ 20logðdÞ þ 20logðfcÞ (11)

Abm ¼ 20:41þ 9:83logðdÞ þ 7:89logð fcÞ þ 9:56ðlogð fcÞÞ2 (12)

GFt ¼ log
hBS
200

" #
ð13:958þ 5:8logðdÞÞ2 (13)

GFr ¼ 0:759ðhUEÞ " 1:862 (14)

in which fc, hBS and hUE are the central frequency, the base-station antenna height and the
user device’s antenna height, respectively. While d is the distance between a user and a
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base-station, that in this study is calculated by the haversine distance formula, as it appears
on Gade (2010) and Chopde & Nichat (2013):

d ¼ 2R arcsin

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin2
l2 " l1

2

" #
þ cosðl1Þcosðl2Þsin2

λ2 " λ1
2

$ %s

(15)

where λ are the latitudinal positions, l are the longitudinal positions, and R is the
approximate radius of the Earth (6:371:106 m). Furthermore, the received power for an
user is represented in Eq. (16):

Pr ¼ Pt " PLECC þ Gt þ Gr; (16)

in which Gt;Gr are the transmitting (Tx) antenna gain and receiving (Rx) antenna gain.

The hybridization process
In real-life scenarios, not often is the number of clusters to achieve optimal results is
known beforehand. For that, there are some heuristic methods that can be utilized to get
approximations of how many clusters one might need to satisfy an application. For
instance, Khan et al. (2022) have chosen the Elbow heuristic. However, given that one
might need a more complex and sophisticated way of deciding how to cluster, and how
much to cluster, like in a scenario of network dimensioning and coverage area
optimization, these heuristics may not provide optimal solutions. This is why a
metaheuristic method, like a bioinspired algorithm, is more suited for this task. The
hybridization of a clustering algorithm like K-means and a metaheurisitc BIC means that
both of those methods benefit from each other. The K-means provides the base-station
coordinates on a given area, and the BIC provides the values of the ideal number of
clusters, taking into consideration multiple inputs that will decide how much clustering
there must be. Figure 3 demonstrates the whole process of the study. Please notice how the
K-means processes a geographical position for cluster centers and the BIC returns it a
number of clusters to attempt and see if an optimal result is reached. This process has the
goal, in our study, to provide an optimal value of k clusters, as well as a satisfactory
transmitted power value.

A pseudocode displaying the structure of the hybridization can be found in Fig. 3. For
each iteration of the BIC, the K-means will run alongside it, providing cluster center (or
centroid) values that the BIC shall take and calculate the received power for each and every

Figure 3 Flowchart of the processes involved in this study.
Full-size DOI: 10.7717/peerj-cs.1412/fig-3
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user, one cluster at a time. If the user has a received power of −90 dBm or greater, it will be
considered as connected to the network and, thus, covered.

RESULTS
A total of 1,900 users have been randomly generated within the simulated area where the
small cells shall actuate. This is to ensure that there are users in every corner of the area,
and to assure that the clusters can manage to provide coverage for them.

It is worth to denote that the received power threshold to consider a user as connected
to its respective cluster is Pr ! "90 dBm. This value has been chosen as a reasonable target
for 5G mobile, heterogeneous networks to main good signal strength and capacity.

Algorithm 3 The hybrid K-means + BIC algorithm.

Define the constant values of hBS; hUE , fc and antenna gains

Initialize one of the bioinspired optimization techniques (MOCS or MOFPA)

Generate an initial population with random solutions for k clusters and PBSt transmitted power

while (Iterations ≤ Max Iterations) do

Initialize the K-means for each k given by the BIC

for (all the clusters k in the K-means) do

for (all the users associated to cluster k) do

Calculate the distance between the user and its clusters’ centroid via (Eq. (15))

Calculate the ECC path loss, present in Eq. (10)

Calculate the received power Pr as in Eq. (16), with Pt given by the BIC

if (Pr ! "90 dBm) then

Count the user as within the coverage area

end if

end for

end for

Calculate the percentage of connected users in relation to the total number of users

Evaluate, with the BIC, the outputs in a single objective function

Update the best solutions into the population

end while

Post-process and visualize results
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Furthermore, as per stated in Ayad et al. (2022), values of between!100 " Pr " !80 dBm
are acceptable for this kind of application.

The objective function for the simulations can be defined as:

f ¼ 0:7Noutage þ 0:3Pdiff ;Noutage ¼
Nusers ! Nconnected

Nusers
;Pdiff ¼ Pt ! 30; (17)

in which Pdiff is the difference of transmitted power to the ideal minimum value of 30 dBm,
Nusers is the total number of users to be attended by the network, Nconnected are the number
of users connected to the small cells and Noutage is the percentage of users which are
experiencing outage (i.e., disconnected from any cell). Therefore, the main objectives are to
minimize the number of users that are excluded from the network whist maintaining the
lowest transmitted power possible, that is, Noutage ¼ 0 and Pdiff ¼ 0.

The search space bounds on the number of clusters and transmitting power are:
Lb ¼ ð1 cluster; 30 dBmÞ and Ub ¼ ð100 clusters; 40 dBmÞ. These power values for Pt are
the limits generally found in small cells, as stated by Khan, García-Armada & Escudero-
Garzás (2020). So, the objective for Pt is to approach its minimum value, that is,
Pt ¼ 30 dBm. It also can be noticed that, since the main goal of the study is to achieve
better coverage for users in 5G networks, there is a 0.7–0.3 weight towards coverage over
transmitted power optimization in the objective function (Eq. (17)).

Table 2 refers to the constant and variable values that have been coded into the
algorithms and the propagation model:

The simulation and its algorithms have been coded in MATLAB, and are run on a
personal computer with these characteristics: AMD Ryzen 5 CPU with 4.2 GHz clock and
16 GB DDR4 RAM.

Results for 700 MHz
Firstly, Figs. 4 and 5 display the results achieved for the 700 MHz frequency band for,
respectively, the MOCS-KM and MOFPA-KM. This is a band that possesses a fairly low

Table 2 Values of interest for the simulations.

Parameters Values

Tx antenna height (hBS) 40 m

Rx antenna height (hUE) 1.6 m

Tx antenna gain 3 dBi

Rx antenna gain 0 dBi

Central frequencies (fc) [700 MHz, 2.3 GHz, 3.5 GHz]

Number of clusters (k) bounds 1 to 100 clusters

Transmitted power (Pt) bounds 30 to 40 dBm

Discard probability, for MOCS (Pa) 0.25

Switch probability, for MOFPA (p) 0.5
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data rate and bandwidth, but since it is one of the auctioned bands for 5G operation in
Brazil, it is included here as means of comparison and to test the BIC + K-means hybrids.

The X symbols in the figures displaying the clusters are referent to the position of
centroids, and the colored dots correspond to the users.

Here, the algorithm had no problems whatsoever in optimizing for zero fitness, needing
only a few iterations to converge. This is because path loss is less intense for lower
frequencies, and so a small group of small cells can already provide perfect coverage.

The best solver in this case is MOCS-KM, with a solution of 12 clusters and power of 30
dBm. However, MOFPA-KM comes very close to a zero fitness value as well, with an
inferior number of clusters of only 9 and 30 dBm power.

Figure 4 Results for 700 MHz: (A) fitness plot of MOCS-KM and (B) cluster formation given by the technique.
Full-size DOI: 10.7717/peerj-cs.1412/fig-4

Figure 5 Results for 700 MHz: (A) fitness plot of MOFPA-KM and (B) cluster formation given by the technique.
Full-size DOI: 10.7717/peerj-cs.1412/fig-5
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Results for 2.3 GHz
The band that promises to function both in LTE and in 5G is shown next. Figures 6 and 7
are the results for the 2.3 GHz frequency band. It is expected to operate in smaller cities as a
means of digital inclusion, providing more bandwidth to 4G-LTE demands, or in urban
centers as a complementary traffic alternative to the main band of 5G, which is 3.5 GHz.

Results for this band are already harder to solve than 700 MHz, with the best fitness
results coming from MOCS-KM once again. It has achieved fbest ¼ 2, with 46 clusters and
a satisfactory transmitted power of 31 dBm. MOFPA-KM has proposed a higher Pt value
with less clusters, resulting in fbest ¼ 2:4267, k ¼ 34, and Pt ¼ 33:3352 dBm.

Figure 6 Results for 2.3 GHz: (A) fitness plot of MOCS-KM and (B) cluster formation given by the technique.
Full-size DOI: 10.7717/peerj-cs.1412/fig-6

Figure 7 Results for 2.3 GHz: (A) fitness plot of MOFPA-KM and (B) cluster formation given by the technique.
Full-size DOI: 10.7717/peerj-cs.1412/fig-7
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Results for 3.5 GHz
Finally, the main and most used frequency band of 5G. The 3.5 GHz spectrum possesses up
to 80 MHz of band per operator in Brazil, and is set to expand in highly-urbanized areas, as
it can handle greater traffic and provide faster data rates than the other two. Figures 8 and 9
demonstrate the results of the simulation for this frequency.

For this case, the results are basically the same in terms of coverage, but fitness values
turn greater because of the choice in both algorithms to utilize more transmitted power
instead of increasing the number of clusters too much. In terms of fitness, MOCS-KM
marginally wins again, with fbest ¼ 4:006. That being said, MOFPA-KM has converged to a
solution with 34 clusters again—the same number from the 2.3 GHz simulation. It has,

Figure 8 Results for 3.5 GHz: (A) fitness plot of MOCS-KM and (B) cluster formation given by the technique.
Full-size DOI: 10.7717/peerj-cs.1412/fig-8

Figure 9 Results for 3.5 GHz: (A) fitness plot of MOFPA-KM and (B) cluster formation given by the technique.
Full-size DOI: 10.7717/peerj-cs.1412/fig-9
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however, increased the transmitted power to its maximum value of 40 dBm in order to
achieve that.

Table of results
In Table 3, results for the optimization processes of MOCS-KM and MOFPA-KM hybrids
are shown. For the best generated population (the one which produced fbest), it records the
maximum, medium and best fitness values, as well as the outputs and the running time of
the respective simulations.

The parameters and variables displayed in Table 3 are: the optimal number of clusters
(k); optimal transmitted power per cluster (Pt , in dBm); the percentage of users suffering
outage (Noutage, in %); the differential between optimal Pt and the lower bound value of
Pt ¼ 30 dBm (Pdiff , in dBm); maximum objective function fitness value found within the
best generation (fmax); average fitness value of all individuals in the best generation (favg);
the fitness value of the best individual, in the best generation (fbest); and the total running
time of the optimizations (Time, in seconds).

Computational analysis
In order to elucidate the performance of both algorithms, a numerical analysis of their
computational complexity has been conducted.

Theoretically, the study of algorithmic complexity of bioinspired computing and
clustering hybrids has already been conducted. Kaur, Pal & Singh (2020) denotes that the
complexity of both CS-KM and FPA-KM hybrids are set to linear variables in the Big-O
formula—see Bae & Bae (2019). These are still valid for multi-objective counterparts of the
same techniques. Thus, the equations for algorithmic time complexity, adapted from Kaur,
Pal & Singh (2020), are as follows:

OMOCS"KM ¼ OðNi $ k $ nCS $ NusersÞ (18)
OMOFPA"KM ¼ OðNi $ k $ nFPA $ NusersÞ (19)

in which Ni, k, nCS, nFPA and Nusers are the number of iterations in the code, the number of
clusters, the cuckoo population (for MOCS), the pollen population (for MOFPA), and the
number of users to be covered by the network, respectively. The area of coverage, as
considered in the original formula, can be replaced into the number of users to be covered

Table 3 Results for each best iteration of the hybrid techniques.

Simulation k PtðdBmÞ Noutageð%Þ Pdiff ðdBmÞ fmax favg fbest Time (s)

700 MHz (MOCS-KM) 12 30 0 0 0.7892 0.1327 0 552

700 MHz (MOFPA-KM) 9 30 0.5133 0 1.9397 0.6075 0.3593 594

2.3 GHz (MOCS-KM) 46 31 2.4285 1 10.9882 2.1649 2 848

2.3 GHz (MOFPA-KM) 34 33.3352 2.0373 3.3352 4.7515 2.7564 2.4267 843

3.5 GHz (MOCS-KM) 59 38 2.2857 8 5.5686 4.1163 4.006 993

3.5 GHz (MOFPA-KM) 34 40 2.0421 10 6.3954 4.7312 4.4295 905

Ferreira et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1412 23/32

http://dx.doi.org/10.7717/peerj-cs.1412
https://peerj.com/computer-science/


by the network. In general terms, the more users a network needs to cover, the greater the
area of coverage should be.

Numerical simulations have been performed taking into account the running time of
the algorithms. Therefore, a set of 32 data points, 16 per technique, were obtained via
simulations in order to measure the linearity of computational complexity. That is because,

Table 4 Parameters and values used for the numerical analysis. In italic: values kept constant between
simulations.

Parameters Values

Iterations (Ni) [50, 100, 150, 200]

Clusters (k) [1 to 50, 1 to 100, 1 to 150, 1 to 200]

Cuckoo population (nCS) [15, 20, 25, 30]

Pollen population (nFPA) [15, 20, 25, 30]

Users (Nusers) [400, 900, 1,400, 1,900]

Figure 10 Numerical analysis over running time for MOCS-KM: (A) number of iterations (Ni); (B) number of clusters (k); (C) Cuckoo
population (nCS) and (D) number of users (Nusers) in the simulation. Full-size DOI: 10.7717/peerj-cs.1412/fig-10
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for each simulation, one of four parameters (iterations, clusters, population and users) is
chosen to vary between four values, while all others are kept to fixed values.

Cardoso et al. (2020) is an example of an article that provides a numerical analysis of
results. Although it utilized another network planning method (cellular automata, or CA),
its methodology, along with Kaur, Pal & Singh (2020), have served as basis for the
computational analysis made in this work.

Table 4 shows the variations chosen for each parameter, denoting in italic letters which
ones are kept constant—for both MOCS-KM and MOFPA-KM. Lastly, Figures 10 and 11
display the numerical analysis results for MOCS-KM and MOFPA-KM parameters,
respectively. These are curve fittings (blue line) taking into account the simulated data
points (circles) in MATLAB.

Given that simulational results have shown in Table 3 to operate, in standard parameter
values, in around 10 to 15 min, these are satisfactory approximations for the NP-hard

Figure 11 Numerical analysis over running time for MOFPA-KM: (A) number of iterations (Ni); (B) number of clusters (k); (C) pollen
population (nFPA) and (D) number of users (Nusers) in the simulation. Full-size DOI: 10.7717/peerj-cs.1412/fig-11
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problem of cell planning. Furthermore, their performance are linearly scalable, thus easy to
predict for a set of parameter values, as seen in Figs. 10 and 11.

Table 5 denotes the running times and coverage capacity (by number of users covered)
of data points for MOCS-KM, whilst Table 6 does so for MOFPA-KM, both for the

Table 5 Running times and coverage ratio of MOCS-KM for different data points.

Ni k nCS Nusers Running time (s) Coverage ratio (%)

50 [1..100] 25 1,900 513.517 96.1

100 [1..100] 25 1,900 993.888 97.4

150 [1..100] 25 1,900 1,604.884 97.4

200 [1..100] 25 1,900 1,976.066 97.4

100 [1..50] 25 1,900 847.608 97.4

100 [1..100] 25 1,900 990.723 97.4

100 [1..150] 25 1,900 1,072.863 97.4

100 [1..200] 25 1,900 1,218.268 97.4

100 [1..100] 15 1,900 654.813 97.4

100 [1..100] 20 1,900 897.975 97.4

100 [1..100] 25 1,900 991.452 97.4

100 [1..100] 30 1,900 1,146.521 97.4

100 [1..100] 25 400 654.813 95

100 [1..100] 25 900 897.975 96

100 [1..100] 25 1,400 991.452 96.6

100 [1..100] 25 1,900 1,146.521 97.4

Table 6 Running times and coverage ratio of MOFPA-KM for different data points.

Ni k nFPA Nusers Running time (s) Coverage ratio (%)

50 [1..100] 25 1,900 520.203 97.2

100 [1..100] 25 1,900 905.090 98

150 [1..100] 25 1,900 1,279.922 98

200 [1..100] 25 1,900 1,976.066 98

100 [1..50] 25 1,900 774.981 95.4

100 [1..100] 25 1,900 903.691 98

100 [1..150] 25 1,900 1,070.089 98

100 [1..200] 25 1,900 1,224.242 98

100 [1..100] 15 1,900 546.529 98

100 [1..100] 20 1,900 701.901 98

100 [1..100] 25 1,900 908.275 98

100 [1..100] 30 1,900 1,095.929 98

100 [1..100] 25 400 292.472 93.8

100 [1..100] 25 900 508.127 96.8

100 [1..100] 25 1,400 741.414 97.5

100 [1..100] 25 1,900 902.978 98
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frequency of 3.5 GHz. These two variables are measured in the analysis of Cardoso et al.
(2020), thus it is useful to detail them further here as well. The coverage ratio, which is the
amount of users connected to the clusters, can be calculated as Nconnected taken from
objective function (Eq. (17)).

In Table 5, it is noticeable that the maximum coverage achieved by MOCS-KM,
considering all users at 3.5 GHz, is capped at 97,4%. A likewise behavior is seen for
MOFPA-KM, in Table 6, where maximum capacity is capped at 98%. When reducing the
number of users, they may become more scattered in the search space, thus resulting in
slightly lower coverage in some cases.

CONCLUSIONS
Smart cities will bring forth many future challenges, and this work proposed a novel small
cell positioning system using a hybrid approach to provide better user coverage and to save
more energy. The presented scheme deals with a method of clustering and optimizing for
the implementation of 5G small cells according to user traffic, using the city of Belém,
Brazil as a simulational example. Optimization was provided by the two hybrid methods,
MOCS-KM and MOFPA-KM.

In general the simulations were satisfactory, as user outage is never greater than 2.5% for
all cases, making the amount of connected users over 97%. Transmitted power levels have
been kept within small cell ranges, providing good implementation opportunities. That
being said, the techniques have a sort of preference that differentiate themselves. Also, it
can be denoted that MOCS-KM prefers to increase the amount of clusters to reduce the
transmitted power, whilst MOFPA-KM is the opposite.

Therefore, the usage of said hybridizations should be a matter of preference for the
network planner professional that intends to use them. For coverage optimization both
present similar and adequate results, but MOFPA-KM keeps cluster numbers to a bare
minimum and optimizes for greater power usage; and MOCS-KM is a bit more precise and
uses less power per cluster but produces a higher amount of clustering. So, these variables
are bound to limitations and cost of implementation issues that are up to which of those
are less costly to produce.

Additionally, an analysis of the performance of both hybrid techniques has been tested
in the results. Even though these are complex problems that cannot be solved in real-time,
there is a predictable and linear behavior of running time and fitness of results for one-
variable variations. It is also attested that the number of iterations in the code has the
greatest influence in computational cost. Oftentimes, processing times are lower for
MOFPA-KM and so is the coverage ratio.

Further challenges to enrich the study would be to implement more 5G capacity
variables into the simulation. The focus of this article has been mostly on coverage
problems, but there is much to add in concern to capacity dimensioning. Further
opportunities for research involve minimization and measurement of network cost and
maximization of throughput of data per area.
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A novel privacy protection method of
residents’ travel trajectories based on
federated blockchain and InterPlanetary
file systems in smart cities
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ABSTRACT
The government does have to record and analyze the travel trajectories of urban
residents aiming to effectively control the epidemic during COVID-19. However,
these privacy-related data are usually stored in centralized cloud databases, which are
prone to be vulnerable to cyber attacks leading to personal trajectory information
leakage. In this article, we proposed a novel secure sharing and storing method of
personal travel trajectory data based on BC and InterPlanetary File System (IPFS).
We adopt the Hyperledger Fabric, the representative of Federated BC framework,
combined with the IPFS storage to form a novel mode of querying on-chain and
storing off-chain aiming to both achieve the effectiveness of data processing and
protect personal privacy-related information. This method firstly solves the efficiency
problem of traditional public BC and ensures the security of stored data by storing
the ciphertext of complete personal travel trajectory data in decentralized IPFS
storage. Secondly, considering the huge amount of information of residents’ travel
trajectories, the method proposed in this article can obtain the complete information
under the chain stored in IPFS by querying the index on the chain, which
significantly improves the data processing efficiency of residents’ travel trajectories
and thus promotes the effective control of the new crown pneumonia epidemic.
Finally, the feasibility of the proposed solution is verified through performance
evaluation and security analysis.

Subjects Security and Privacy, Blockchain
Keywords Data sharing, Data privacy, Data security, Resident travel trajectory, Hyperledger fabric,
IPFS, Blockchain

INTRODUCTION
Coronavirus disease 2019 (COVID-19) is an infectious disease that is caused by severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2) (Coronaviridae Study Group of
the International Committee on Taxonomy of Viruses, 2020). The disease has spread into
most nations across the globe, and there is still no specific drug for COVID-19. Non-
pharmacological interventions (NPI), such as obtaining the travel trajectories of urban
residents and regularly quarantining people who have visited outbreak areas, have been
effective in reducing public exposure and thus slowing the spread of the disease (Bootsma
& Ferguson, 2007), such as the travel codes used by the Chinese government, which have
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successfully reduced the number of cases and prevented the mass spread of COVID-19. So
for today’s city dwellers, trip codes (proof of personal trip trajectory) have become a daily
travel pass.

However, the trip codes of urban residents contain a large amount of private personal
information, including but not limited to identification information, and personal trip
trajectories. These private data are usually stored in centralized databases with the
following problems: (1) inability to address centralized flaws such as server vulnerability to
single point of failure (SPoF) and DDOS attacks: When the central server is subject to
external attacks such as malware or brute force cracking attempts, data are at risk of loss
and leakage. There have been several incidents of cyber violence against patients due to the
leakage of COVID-19 patient travel track information. (2) Lack of trusted partnerships:
since resident travel trajectory data contains a lot of private information, various
departments are reluctant to lose control of this high-value data leading to difficulties in
sharing data between different organizations in a timely manner, thus greatly reducing the
efficiency of cross-departmental collaborative epidemic prevention. (3) Transparency
issues: The data management and control currently used usually lack transparency, and
there is a possibility of misusing the data if a malicious user gets hold of the high-value
resident travel trajectory data.

Blockchain, as a typical privacy computing method (Lu et al., 2022), offers the
possibility to solve the above problems. Blockchain, as a decentralized distributed ledger,
abandons third-party management, and data are stored on all nodes on the blockchain,
and each node jointly supervises and maintains this distributed ledger, so the risk of data
tampering and loss is almost non-existent. To democratize control of the blockchain, the
blockchain provides decentralized, transparent databases that give all participants equal
access to the stored data and seeks consensus from all participants before agreeing to any
changes. This decentralized trust model provides a trustworthy partnership among the
participants to be willing to share data.

According to different access permissions, blockchain can be divided into the public
chain, private chain, and alliance chain (Dib et al., 2018). All nodes on the public chain are
open to the public, and all people can read and write on the blockchain and get the
complete blockchain data, and it is difficult to reach a consensus for these nodes that come
and go at will. Therefore, public chains are limited by the consensus mechanism and are
prone to low throughput rates, and are difficult to scale when applied to application
scenarios with large amounts of data. For example, the Bitcoin system can process up to
seven transactions per second and the Ether platform can process up to 25 transactions per
second (Xie et al., 2019). A private chain, on the other hand, completely binds the
operation authority to an organization, so that data can only be managed and traced within
a single organization, which improves the speed of data circulation, but its closed nature
hinders the sharing of data among multiple parties. A Federated chain is a blockchain
managed by several organizations that jointly participate, each running one or more nodes,
in which the data are only allowed to be read and sent by different organizations in the
system and jointly record the transaction data. The nodes of the coalition chain have a high
degree of trust, they can use a relatively loose consensus mechanism, so the data processing
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speed will be greatly improved than that of the public chain, solving the problem of low
efficiency of the public chain, at the same time, the data can be shared among the
associated nodes, solving the problem of poor data circulation of the private chain.

The amount of travel trajectory data generated by city residents every day is huge, and
due to the limitation of block size in the blockchain and the characteristic that data can
only be added but not deleted, the blockchain ledger will keep expanding, so it is unrealistic
for the data to be completely on the chain. In response to this problem, many scholars have
proposed a combination of blockchain and cloud storage to store the original data under
the chain, thus relieving the storage pressure on the blockchain. Zhao et al. (2021) presents
a proposed blockchain based duplicate data elimination system for cloud data discrepancy
authorization, which optimizes the traditional proof-of-vote (PoV) consensus algorithm,
simplifies the existing discrepancy authorization process, and enables trusted management
and dynamic update of permissions. However, due to the lack of effective encryption
algorithms, the confidentiality of the data cannot be guaranteed. El Ghazouani, El Kiram &
Er-Rajy (2019) proposed a storage model based on blockchain and cloud for medical data
management, which uses on-chain storage of core data and off-chain storage of real data to
ensure the integrity and security of medical data and take access control to ensure the
security of data, but it cannot achieve efficient sharing of data. Zheng et al. (2018) proposes
a solution that combines blockchain, cloud storage, and machine learning to achieve
medical data sharing, but its complete medical data is stored in the centralized servers of
the third party under the chain, and there is still a risk of data leakage if the third party is
threatened. An interplanetary file system (IPFS) is a decentralized, distributed storage
system based on content addressing. After depositing data into the IPFS system, the system
returns a hash value derived based on that data. According to the principle of the hash
function, even if only slight changes are made to the information, a completely different
hash value will be obtained. This feature will ensure that data on IPFS will not be tampered
with, ensuring the security of the data under the chain. So Wu & Du (2019) proposed a
model for the secure sharing of electronic medical records using blockchain combined with
IPFS to store the complete electronic case data in the IPFS system, but the model uses data
masking to partially generalize the electronic case privacy information that needs to be
deposited into the IPFS system, which is not secure enough. We need a more secure
method to protect the privacy of urban residents’ travel trajectories.

Based on the above analysis, the goal of this article is to protect the security of urban
residents’ travel trajectory data while achieving efficient data sharing among departments
fighting against the epidemic, so a new approach to protect the privacy of smart urban
residents’ travel trajectory based on federated blockchain and the interstellar file system is
proposed. The key contributions are summarized as follows:

1) Designed a Hyperledger Fabric federated chain framework combined with an IPFS
distributed storage model for data sharing while ensuring the security of city residents’
travel trajectories. Hyperledger Fabric is a pre-specified party-based permissioned
blockchain that allows data sharing without relying on a single permission, while
selective disclosure of data can better protect the privacy of sensitive data such as
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residents’ trip trajectories. Secondly, the use of IPFS to store the complete resident travel
trajectory data reduces the storage pressure in the blockchain system and ensures the
security of the data under the chain.

2) We propose an on-chain lookup and off-chain storage model, in which we store the
complete AES-encrypted resident travel traces in IPFS, combine the returned IPFS
storage address, AES key, Location_ID, and file’s creation time to form an index, and
then store the index on the blockchain. Users can query the required data by
Location_ID and file’s creation time. In this way, it is possible to ensure that personal
privacy information will not be leaked and to search all the travel data sent and received
and the corresponding transaction details through the index in the massive travel track
data, thus improving the efficiency of epidemic prevention and control.

3) The security of our proposed approach is analyzed in detail and the performance of our
approach (including data processing throughput and latency) is evaluated using the
performance testing tool, Hyperledger Caliper.

RELATED WORK
The trajectory data of urban residents can usually reflect the living habits of residents, and
there have been related research works that if an attacker analyzes the user’s trajectory
data, they can not only obtain the user’s home address, workplace, and hobbies, but also
further infer the user’s interest preferences, travel patterns, social habits, and other private
information, and the attacker can even use the spatial and temporal correlation in the
user’s location samples to infer other location information on the user’s trajectory (De
Montjoye et al., 2015). In the context of the uncontrolled spread of COVID-19, the normal
life and work of urban residents have been greatly affected by it. The prevention and
control department has taken effective measures to prevent the further spread of
COVID-19 by acquiring the travel trajectories of urban residents, while it is important to
protect the privacy and security of their travel trajectory data.

Blockchain-based privacy protection for data in smart cities
Blockchain technology can provide data immutability to ensure the authenticity and
accuracy of data in smart city management. Considering that users in smart cities require a
wide range of services on a daily basis, which leads to a large amount of user personal
information being collected and controlled by service providers, Mohammadinejad &
Mohammadhoseini (2020) introduces an automatic access control manager based on
blockchain networks without the presence of a third party, creating a secure channel
between users and services and the possibility of their databases being misused or hacked.
She et al. (2019) proposed a homomorphic federated chain for SHS sensitive data privacy
protection (HCB-SDPP) based on traditional smart home systems. The model designs a
homomorphic encryption algorithm based on pallier encryption to encrypt smart home
data, and uploads sensitive data from encrypted all gateway nodes to the federated chain to
ensure the security of sensitive data. The convergence of healthcare and smart cities can
enable the use of health and medical data from around the world, which also poses
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challenges to the privacy of patients’ health information and the security of nearby mobile
health users. Tripathi, Ahad & Paiva (2019) proposes a blockchain-based smart healthcare
system framework to provide the inherent security and integrity of the system and ensure
that the privacy of patient data is not compromised, Zhang & Lin (2018) proposed a PHI
(private health insurance) data privacy protection scheme combining federated and private
chains. In this scheme private blockchain is used to store the PHI of hospitals and the
federated blockchain is responsible for recording the secure index of PHI and using public
key encryption and keyword search to achieve data security and privacy protection on the
federated blockchain. The Internet of Things (IoT), as a gas pedal for smart cities, requires
the extensive use of distributed smart devices to collect and process data in smart city
infrastructures. Kumar et al. (2021) proposes a specialized protection and security
framework (PPSF) based on blockchain, which supports Internet-driven smart cities
through two key mechanisms: privacy protection mechanism and intrusion detection
mechanism.

IPFS in data privacy protection
IPFS, with its high security and efficiency, has also been heavily used in recent years in the
area of data privacy protection. Liang et al. (2022) and Song et al. (2022) use an improved
homomorphic encryption mechanism and SM4 homegrown commercial security
algorithm to encrypt raw data, proposing a federal blockchain-based privacy protection
scheme for personal data. The federated blockchain combined with IPFS to store
encrypted data improves data transfer efficiency, safeguards user privacy and security, and
proposes ciphertext policy attribute-based encryption to achieve fine-grained access
control. In the IoT research, Hasan et al. (2022) proposes an advanced security model for
IoT multimedia data sharing through blockchain combined with IPFS, which solves the
security issues brought by centralized data storage. In the IoT research, Dhar, Khare &
Singh (2022) proposes an advanced security model for IoT multimedia data sharing
through blockchain combined with IPFS, which solves the security issues brought by
centralized data storage. Kumar & Tripathi (2021) proposes a federated blockchain
network with smart contract support to ensure security and privacy in the Internet of
Medical Things (IoMT). The network integrates Interplanetary File System (IPFS) cluster
nodes to secure and authenticate devices and provide secure storage management through
IPFS cluster nodes. Gupta, Shukla & Tanwar (2020) proposed an approach called AaYusH
(Ethernet Smart Contract (ESC) and IPFS-based TS system) to provide technical support
for telesurgery systems, in which IPFS effectively reduces storage costs and provides
reliable privacy protection of system data. In order to alleviate the problems of limited
scalability and poor storage scalability brought by blockchain, which lead to the inability to
directly combine blockchain with IoT under existing conditions. Li, Yu & Wang (2022)
proposes a three-tier architecture blockchain (TBchain) architecture combined with IPFS
to provide high performance privacy protection for IoT data stored on the blockchain. In
the Dwivedi, Amin & Vollala (2021), IPFS is combined with blockchain to achieve car
insurance driving data sharing for traffic congestion mitigation by applying it to a vehicle-
based self-organizing network (VANET). In this scheme, the decentralized characteristics
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of blockchain and IPFS are used to achieve fully distributed storage of data and ensure the
security of vehicle driving data. Focusing on EHR privacy protection in healthcare
management, (Jayabalan & Jeyanthi, 2022) integrates the blockchain framework with the
Interplanetary File System (IPFS) to enable healthcare organizations to maintain fail-safe
and tamper-proof healthcare ledgers in a decentralized manner. Meanwhile, Lin & Zhang
(2021) proposes a privacy protection method based on blockchain and improved IPFS to
alleviate data privacy issues in IPFS by adding a data access mechanism to prevent
potential privacy breaches during IPFS transmission.

Inspired by the above-related work, this article proposes a privacy protection method
for smart city residents’ travel trajectories based on federated blockchain and interstellar
file system, which assists government departments in effectively controlling the spread of
epidemics while ensuring the security of city residents’ trajectory data.

PRELIMINARIES
Residents’ travel trajectories data
A resident trajectory is a collection of data formed by a resident visiting a location at a
certain time. When a resident visits a location at a certain time, the outbreak prevention
and control department can obtain the resident’s geographic location in real-time through
official location service providers including but not limited to GNSS, Bluetooth, cell towers,
and WiFi.

As shown in Fig. 1, (l1, t1) means that the resident visited location l1 at time t1, after
which all the collected location information of the resident in 1 day is integrated to form
the travel track data of the resident on this day. The complete resident travel trajectory data
includes information such as personal name, cell phone number, file’s creation time,
names of all visited locations, and specific geographic locations of visited locations. For the
convenience of discussion, the travel trajectory data is simplified into three parts: user ID,
visit location and visit time in this article. For example, the travel trajectories of residents
U1, U2, and U3 for 1 day are shown in Fig. 1, then the travel trajectory of U1 for that day is
expressed as U1 ¼ ðl1; t1Þ; ðl3; t2Þ; ðl2; t3Þ; ðl4; t4Þh i, the travel trajectory of U2 is expressed
as U2 ¼ ðl1; t1Þ; ðl5; t2Þ; ðl6; t3Þh i, and U3 ¼ ðl4; t1Þ; ðl2; t2Þ; ðl3; t3Þ; ðl6; t4Þh i. The local
epidemic prevention and control department collects the travel trajectories of all residents

Figure 1 Residents travel trajectories. Full-size DOI: 10.7717/peerj-cs.1495/fig-1
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living in the area in 1 day, forming the travel trajectory data RTT = {U1, U2, U3} of the
residents in the area on this day.

Hyperledger Fabric
Hyperledger Fabric is a distributed ledger solution platform based on a modular
architecture that provides a high degree of confidentiality, resilience, flexibility and
scalability. Hyperledger Fabric is a non-fully public blockchain that helps protect the
privacy of residential travel data, which is often highly sensitive. Hyperledger Fabric does
not require expensive mining calculations to submit transactions through pre-specified
membership and strict access policies, so it helps build blockchains that can scale with
shorter latency of the blockchain. To ensure the security of communication, Hyperledger
Fabric supports TLS for transport layer security for communication between nodes, and
the ledger is only shared among organizations participating in the common bookkeeping,
while other organizations do not have access to the ledger, setting strict permission control
for accessing resources. In terms of privacy protection Hyperledger Fabric implements a
private data mechanism to solve the problem of allowing certain private data to be shared
among only a small number of organizations in a ledger with multiple participating
organizations.

Interplanetary file system (IPFS)
IPFS is a distributed file storage system that assigns unique storage addresses to files
uploaded to the system and the hash addresses of IPFS files cannot be changed, so IPFS is a
tamper-proof storage mechanism. It differs from the HTTP protocol in that the data is
stored in a distributed manner in the system built on IPFS, whereas the HTTP protocol
places the data on the server side, which puts tremendous pressure on the server. IPFS
addressing is based on the principle of content addressing, and when data is stored in the
IPFS system, the system returns a hash value based on that data. According to the principle
of the hash function, even if only minor changes are made to the information, a completely
different hash value will be obtained. This feature will ensure that data on IPFS will not be
tampered with. When requesting data from the IPFS file system, it will use the distributed
hash table to find the node where the requested data is located and request the data back in
that node. these features of IPFS make the perfect combination of blockchain technology at
the application level to provide a distributed storage solution for traditional blockchain
programs.

METHODS
In this section, we will first explain the framework of our proposed method and related
entities and terms, and then describe in detail the concrete implementation process of the
privacy protection method of smart city residents’ travel trajectories based on federated
blockchain and interstellar file system.
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Entities and nouns
The system model framework of the proposed approach in this article is shown in Fig. 2,
and the entities and terms involved in the system framework diagram are explained next in
the following:

1) PKI/CA: Public key infrastructure (PKI)/certification authority (CA) is a trusted third
party (in this system, it is a government department) that generates a CID
corresponding to the identity of each user who joins the system. Based on the CID, the
attribute authority sends the identity-related attribute set and key to the user.

2) Departments: Departments are the epidemic prevention and control departments in
different regions. The epidemic prevention and control departments in each region
collect the travel data of residents through the base stations and WIFI connected to the

Figure 2 System architecture. Full-size DOI: 10.7717/peerj-cs.1495/fig-2
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residents’ cell phone signals and share the trajectory data with the epidemic prevention
and control departments in other regions in the system.

3) Users: Users in this system refer to the staff of the epidemic prevention and control
department, who is responsible for uploading, querying, and downloading the specific
operations of the residents’ travel trajectory data.

4) Block_Index: To relieve the storage pressure of the blockchain and ensure the security of
the travel track data, the system only stores the easily searchable Block_Index on the
blockchain. Block_Index consists of the storage address of residents’ travel trajectory in
IPFS, AES encryption key, Location_ID, and CreateTime. The storage address of IPFS
and the AES key is encrypted by the public key of the data recipient, and the geographic
location of the resident’s travel track data and the CreateTime are not encrypted for the
convenience of the query.

5) IPFS: Due to the practical limitations of cost, storage capacity, and other factors, a large
amount of residents’ travel track data is stored encrypted outside the blockchain. IPFS
can assist the blockchain to store the cipher text of residents’ travel track uploaded from
the client by the staff of the epidemic prevention and control department to reduce the
storage pressure of the blockchain.

6) Federated Blockchain: Blockchain can be considered a secure distributed database
ledger. The federated blockchain network in this system consists of different regional
epidemic control authorities, which store the encrypted index on the blockchain to
ensure security.

Method implementation
In general, our method uses AES encryption for residents’ travel trajectory data in advance,
uploads the encrypted data to IPFS network and obtains the corresponding storage address
in order to relieve the storage pressure of blockchain, and stores the address and AES key,
Location_ID and file creation time to form an index to the federated blockchain network,
through which users can query the data. At the same time, through the private data
mechanism of the federated blockchain, it achieves that the travel trajectory data is only
shared among a few organizations in the ledger of the participating organizations to
exclude the risk of privacy leakage. The proposed approach is described in detail in the
following four aspects: data encryption, data upload, data sharing, and data query. To
simplify the description, the meaning of some special characters are shown as Table 1.

Staff U of the epidemic prevention and control department sends an application to the
system, the PKI/CA generates an ID corresponding to its identity, and according to the ID,
the attribute authorization authority sends the identity-related attribute set S and the
public key PKid and private key SKid to the staff.

As shown in step 1 of Fig. 2, the local epidemic prevention and control department
cooperates with official operators to obtain the location information of residents in real-
time through the base stations accessed by residents’ cell phone signals and connected
WIFI and integrates them to obtain the complete travel trajectory data RTT of all residents
in the area (a detailed description of travel trajectory data can be found in Fig. 1).
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AES encryption
AES encryption algorithm is a type of symmetric encryption algorithm, which has the
advantages of high security, high efficiency and resistance to traditional password cracking.
To ensure that no privacy leakage occurs during the uploading of residents’ travel track
data to IPFS, the method proposed in this article preemptively encrypts the travel track
data to be uploaded to IPFS with AES encryption. Assuming that the staff of an epidemic
prevention and control department in a region uses AES encryption function as AESb, the
encryption generates encrypted travel track data CRTT:

CRTT ¼ AESbðK;RTTÞ (1)

Identity verification
Algorithm 1 shows the authentication of the epidemic prevention and control authorities
in each region of the federated network for the upload and sharing of resident travel track
data. The purpose of this algorithm is to prevent malicious nodes from accessing the
federated network and ensures the security of the proposed model. By joining the federated
blockchain network, they receive a unique proof of identity, known as a Proof of Identity
(PoI). In the Fabric network, the user provides a CA-generated certificate representing his

Table 1 Notations description.

Notations Descriptions

RTT Residents travel trajectories

CRTT Encrypting residents’ travel trajectory data

K AES key

AESb, AESd AES encryption function

PKR, PKS Receiver’s public key and sender’s public key

SKR, SKS Receiver’s private key and sender’s private key

HashCRTT Hash address of resident travel trajectory data stored in IPFS

Algorithm 1 Algorithm for peer nodes verification in consortium network.

Input: input Proof-of-Identity (PoI)

Output: output verification of peer nodes

1 if msg.sender is not valid then

2 Return Invalid peer node;

3 else

4 Peer node can upload/share/query/download RTT;

5 Return Valid peer node;

6 end
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identity and the MSP determines whether the user is trustworthy by identifying him or
issuing him with a CA for his identity.

Data upload
The process of uploading residents’ travel track data is shown in steps 3, 4, and 5 of Fig. 2,
RTT is pre-encrypted with AES algorithm to form CRTT, and the staffUS who uploads the
data uses their private key SKS to generate the signature SigSKS (CRTT), and then sends the
ciphertext CRTT, POI, and signature SigSKS (CRTT) together to the IPFS node. Algorithm
2 describes the storage mode in which user data is uploaded to the system to form an on-
chain storage index and complete data is stored under the chain; after receiving the
ciphertext and signature uploaded by the user, the IPFS node verifies the identity of the
user. After confirming the identity, the CRTT is uploaded to the IPFS network for storage.
At the same time, the IPFS returns the unique hash address HashCRTT based on the
uploaded ciphertext. Each node in the IPFS network uses the public key to sign the
received hash address and sends CRTT, HashCRTT , and SigSKS (CRTT) to each IPFS node
in the cluster for verification. Each IPFS node in the cluster verifies the user’s identity and
calculates the CRTT hash locally. If it matches the hash value returned by the IPFS
network, a confirmation message is sent to the IPFS node interacting with the user, and the
complete resident travel track ciphertext is stored in the IPFS. The stored address
HashCRTT returned by IPFS, AES key K, Location ID where the resident travel track data is
located, and file’s creation time are formed into an index and encrypted using the public
key PKR of the data recipient i.e., Enc (HashCRTT , K, PKR) to form an encrypted index
Block_Index:

Algorithm 2 Data upload.

Input: input CRTT,Proof-of-Identity(PoI),K,location_ID,CreateTime

Output: output Algorithm result

1 if Peer node is valid and Each IPFS node in the cluster verifies the identity successfully then

2 CRTT Upload to IPFS;

3 Return HashCRTT;

4 if Consensus nodes reach consensus then

5 Block_Index Upload to Blockchain;

6 Return AddressIndex;

7 else

8 Return No consensus;

9 end

10 else

11 Return Invalid identity;

12 end
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Block Index ¼ ,EncðHashCRTT ;K; PKRÞ; Location ID;CreateTime. (2)

Then Block_Index is sent to the federated blockchain network, the Fabric node receives
the relevant information and sends it to other Fabric nodes to jointly verify its identity and
content, deploys the transaction after successful verification, and sends it to each node in
the blockchain federation in the node group, and the transaction is packaged on the chain
after each node reaches consensus and the Block_Index is stored on the federated
blockchain.

Data sharing
The proposed method uses physical deployment as shown in Fig. 3 to share data among
each other. The figure mainly includes Fabric nodes, IPFS nodes, WEB Service, and
PostgreSQL database for system functions and interactions, and each epidemic prevention
and control department joining the network maintains two types of nodes, Fabric nodes,
and IPFS nodes. In this article, the epidemic prevention and control department maintains
the endorsement node and the orderer node in the Fabric node in the system. Epidemic
prevention and control departments in the network store the index data of residents’ travel
trajectories at the endorser node, the endorser node runs the smart contract and endorses
the result of smart contract execution and stores the data, then the ordering node collects
the data and packages the transactions that satisfy the endorsement strategy into blocks to
be distributed to each epidemic prevention and control department in the blockchain
network. The IPFS cluster consisting of IPFS nodes runs between the epidemic prevention
and control departments to store the cipher text of residents’ travel track data after AES
encryption to reduce the pressure of blockchain storage. Finally, the WEB server is
responsible for communicating with the fabric nodes, IPFS nodes, and business database
servers to connect all epidemic prevention and control departments, break the data silos,

Figure 3 Physical deployment architecture. Full-size DOI: 10.7717/peerj-cs.1495/fig-3
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and realize the sharing of residents’ travel track data among all epidemic prevention and
control departments, to achieve the purpose of collaborative prevention and control of the
epidemic by all departments while effectively protecting the privacy and security of
residents’ travel track data. Algorithm 3 is the specific implementation of data access in the
data-sharing process, the user sends a request to access the data, and the user first
authenticates through the POI, and the corresponding Block_Index of the CRTT to be
accessed to verify whether the correct trajectory data is being accessed. If the above
verification is passed, the user decrypts Block_Index with his private key SKR and obtains
the storage address, AES encryption key, Location_ID, and CreateTime returned by IPFS.
Through the returned IPFS storage address, the IPFS network is accessed, and the nodes in
the IPFS node group first verify the user’s identity and then retrieve the complete resident
travel track encrypted data at the corresponding storage location in the system’s private
IPFS network to send to the user after the verification is passed. After receiving the
encrypted resident travel track data, the user decrypts the cipher text by using the AES key
obtained when decrypting the Block_Index. Assuming that the AES decryption function
used by the staff of a regional epidemic prevention and control department is AESd and has
AES key K, the user obtains RTT by decrypting.

RTT ¼ AESdðK;CRTTÞ: (3)

RTT is the travel track data of the residents in that geographical location, and the user
can download the data for use.

Algorithm 3 Data access.

Input: input Proof-of-Identity(PoI),Block_Index,SKR

Output: output Algorithm result

1 if PoI is valid and SKR is right SK then

2 Get HashCRTT,K from Block_Index;

3 M = HashCRTT;

4 N = Get Hash Value from IPFS;

5 if (M == N) and K is right AES_Key then

6 Return RTT;

7 else

8 Return Data access failed;

9 end

10 else

11 Return Access failed;

12 end
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Data query
The specific process of data encryption, index construction, and data query by users is
shown in Fig. 4. When the user sends a data query request, the user’s identity is first
verified through the POI. Algorithm 4 is the query process of the encrypted index of the
residents’ travel trajectory data. After the user passes the authentication, he enters his
private key SKq, and the system returns the encrypted index of all the data related to the
user through the smart contract deployed for query within the system, which includes the
CRTTs of encrypted residents’ travel trajectory data sent by the user to other epidemic
prevention and control departments and the CRTTR of encrypted residents’ travel
trajectory data received by the user. First, the user receives the Block_Index of these data
returned by the system, and the user queries the Block_Index of the travel trajectory data
he wants to get by Location_ID and CreateTime, and if the query is successful, the user gets

Figure 4 Processes of file encryption, index construction and search.
Full-size DOI: 10.7717/peerj-cs.1495/fig-4

Algorithm 4 Block_Index querry.

Input: input Proof-of-Identity (PoI),Location_ID,CreateTime,SKq

Output: output Algorithm result

1 if Peer node is Valid and SKq is right SK) then

2 BOD = Get Block_Indexs of CRTTs and CRTTR;

3 if Location_ID and CreateTime are in the BOD then

4 Return Block Indexquerry ;

5 else

6 Return Query failed;

7 end

8 else

9 Return Access failed;

10 end
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the data index Block Indexquerry. The user decrypts Block Indexquerry by SKq to obtain the
storage address, AES encryption key, geographic location of resident travel track data, and
CreateTime returned by IPFS, and finally obtain the complete residents’ travel track data
by the Algorithm 3.

RESULTS AND ANALYSIS
Security analysis
Our proposed method ensures the integrity and privacy of residents’ travel trajectory data.

Integrity
The proposed approach in this article uses a combined blockchain and IPFS storage
structure, where the user integrates Block_Index into the blockchain transactions and
stores CRTT within IPFS. As shown in Fig. 5 either changes to Block_Index or CRTT will
result in a change in the hash value, thus ensuring that the stored data is immutable and
traceable. If an illegal user wants to modify the hash of the current data stored in the
blockchain system at the same time, it must mimic the master chain like the source chain
so that the corresponding transaction can be accepted by most nodes, which is almost
impossible to achieve due to the limitation of computing power. According to the hash
rule, the hash values obtained by hashing two different files are different; therefore, the
forged CRTT and Block_Index will not be shared and accessible. For tampering attacks,
the data stored in the blockchain is immutable unless the blockchain is threatened by a
51% attack.

Privacy
The proposed approach in this article ensures the privacy of RTT from two aspects: 1. Pre-
encrypted RTT using AES algorithm to form CRTT stored in IPFS, without the key K and
HashCRTT is unable to access the CRTT. And the Block_Index containing K and HashCRTT
is stored in the blockchain system, and the index cipher cannot be decrypted without the
private key SKR of the data receiver. This ensures that only the designated data receiver can

Figure 5 Storage structure. Full-size DOI: 10.7717/peerj-cs.1495/fig-5
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access the resident travel trajectory data sent out by the user2. As shown in Fig. 6, the
Hyperledger Fabric federated chain architecture used in this article has a unique channel
mechanism, and the data in different channels are isolated from each other and cannot be
accessed arbitrarily, which means that all the data in Channel1 can only be accessed by
Department1 and Department3. This enables the data sharing of residents’ travel
trajectory data only among related epidemic prevention and control departments, ensuring
the privacy of the data.

Performance analysis
Our system is deployed on a virtual machine with a 2-core CPU, 4GB RAM and Ubuntu
18.04 operating system, and we use the travel trajectory data of COVID-19 infected
persons in Beijing, China in 2019, which is legally disclosed, as our test dataset. The
performance testing consists of two main parts: (1) we first tested the upload/download
time of files on IPFS and compared it with traditional cloud storage regarding the upload
speed. (2) Querying and updating in smart contracts are the key operations of this system,
and we used the Hyperledger caliper tool to test the performance performance of system
queries and updates regarding the throughput rate and latency. The proposed method
refers to the uploading of encrypted index of residential travel trajectory data and the query
operation refers to the querying of encrypted index of residential travel trajectory data. We
used Hyperledger caliper tool to test the performance of system queries and updates in
terms of throughput and latency.

In the first experiment, we conducted an IPFS storage performance test, we selected files
of sizes 1 MB, 5 MB, 10 MB, 50 MB, 100 MB, and 500 MB respectively, and tested the time
required to upload files to IPFS and the time required to download files from IPFS, the test
results are shown in Fig. 7A, from the figure we can find that the time required to upload
files to IPFS is several times longer than the time required to download the file from IPFS.
To prove that IPFS has a faster transfer speed, we compared the upload speed with
traditional cloud storage. From Fig. 7B, we can see that when the file size is less than 10
MB, the upload speed of cloud storage is slightly faster than IPFS, but as the file size keeps
getting larger, the upload speed of IPFS far exceeds that of cloud storage, and we have

Figure 6 Fabric channel mechanism. Full-size DOI: 10.7717/peerj-cs.1495/fig-6
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reason to believe that IPFS has better performance than cloud storage when transferring
massive files.

Transaction latency is the average time elapsed from the time a transaction is submitted
to the time it is added to the ledger and confirmed on the blockchain, and throughput is the
number of valid transactions submitted per second (tps) on the blockchain in the second
experiment, we fixed the number of transactions at 5,000 and obtained the average latency
and throughput of the system by varying the send rate, and used this to analyze the
performance of the system. We first tested the system query function for 10 rounds,
increasing the send rate by 50 tps each time until 500 tps. Figure 8 shows the performance
of the system query operation, from which the relationship between the performance of the
chain code query function and the frequency of sending can be seen. From Figs. 8A and 8B,
it can be seen that as the send rate value increases, both the throughput and the average
latency increase. The system throughput reaches a maximum of 203 tps when the send rate
reaches 300 tps, and the average delay increases with the send rate, and the delay increases
significantly above 250 tps, indicating that the system can handle more than 250 tps,
leading to transaction blocking.

Similarly, we test the system update function by increasing the send rate by 25 tps each
time until 200 tps: Fig. 8 shows the performance of the system update operation. From
Fig. 9A, we can see that as the send rate increases, the throughput rate also increases, and
the system throughput reaches a maximum of 119 tps when the send rate reaches 150 tps,
after which the system throughput decreases when the send rate increases further, and
from Fig. 9B, we can see that the system average latency increases sharply when the Send
Rate exceeds 125 tps. This situation indicates that the processing capacity of the fabric
node reaches its maximum at around 125 tps.

Figure 7 IPFS performance testing. Full-size DOI: 10.7717/peerj-cs.1495/fig-7
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Finally, we measure the performance metrics as the number of transactions to be
processed by the blockchain increases from 200 to 2,000 tx. As shown in Fig. 10, we find
that increasing the number of transactions leads to a linear increase in throughput, which
starts to gradually decrease and flatten out when the number of transactions increases to
1,200 tx, which is the saturation point determined by the capacity of the nodes used in the
test. In Fig. 11 the response time of the system query operation vs. the update operation is

Figure 8 Query operational performance. Full-size DOI: 10.7717/peerj-cs.1495/fig-8

Figure 9 Update operational performance. Full-size DOI: 10.7717/peerj-cs.1495/fig-9
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shown when the number of transactions goes from 200 to 2,000 tx, we can see that in the
system the update operation takes more time than the query operation, at 2,000 tx it takes
about 19s, but considering the performance of virtual machines we used for testing, we
consider this to be within acceptable limits.

Figure 10 Throughput for different number of transactions.
Full-size DOI: 10.7717/peerj-cs.1495/fig-10

Figure 11 Response time. Full-size DOI: 10.7717/peerj-cs.1495/fig-11
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DISCUSSION
In this section, we discuss existing approaches to the privacy protection of trajectory data
and compare them with our proposed approach. The currently existing trajectory data
privacy protection techniques are as follows: (1) Protecting trajectory data privacy based
on suppression techniques: Chen et al. (2013) distinguishes the sensitivity of the trajectory
data in the original trajectory dataset and selectively publishes it. That is, when releasing
trajectory data, the locations that do not involve sensitive information are released directly,
and the sensitive locations on the trajectory are not released or are released after certain
anonymization processes are performed on them. (2) Based on the k-anonymity model to
protect user trajectory data: Chow, Mokbel & Liu (2011) constructs the hidden region
satisfying k-anonymity by peer-to-peer communication, and randomly selects a node in
the anonymity region as the initiator of the query to send the service request, which
achieves the effect of hiding the actual query node with the fuzzy region. (3) Blockchain-
based trajectory privacy protection methods: Jeong et al. (2020) combined blockchain and
cloud storage technology to achieve privacy protection of Telematics data including vehicle
trajectory data and data sharing between different vehicles, and Zhu et al. (2021) proposed
a scheme called B-PPLS based on Bitcoin system combined with OBE encryption
algorithm to protect the privacy of user trajectory data and achieve data sharing, which
guarantees the traceability of location data by blockchain the location data of different
record owners in chronological order, and shares the location data among fully trusted
requestors by trust degree division. A distributed framework combining IPFS and
federated blockchain is proposed in Kumar & Tripathi (2020) for secure storage and
sharing of reports including patient trajectory data.

As shown in Table 2, this article compares this article’s scheme with other existing
trajectory privacy protection schemes based on four aspects: privacy protection, storage
method, scalability, and shareability. These two types of trajectory data protection methods
proposed in the Chen et al. (2013) and Chow, Mokbel & Liu (2011) only discussed the
feasibility of the privacy protection aspect of trajectory data and did not discuss the
shareability of data, system scalability, or data storage methods. In the previous article, we
have discussed the shareability, scalability and the storage method of data of our proposed
methods in detail. The scheme proposed in the Jeong et al. (2020) uses third-party cloud
storage under the chain when the third party is threatened, the data still has the risk of
leakage and cannot ensure the security of the data under the chain. The approach proposed

Table 2 Comparison with other schemes.

Privacy protection Storage mode Expandability Sharing

Chen and Chow Yes No discussion No discussion No discussion

Jeong No Cloud storage+Blockchain Yes Yes

Zhu Yes Blockchain No Yes

Kumar No IPFS+Blockchain Yes Yes

Our method Yes IPFS+Blockchain Yes Yes
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in Zhu et al. (2021) is deployed on the Bitcoin system, which, as a representative of the
public chain, sacrifices scalability to ensure complete decentralization. The method
proposed in Kumar & Tripathi (2020) does not pre-encrypt the patient reports to be
uploaded to IPFS, which can lead to the risk of data leakage during the uploading process.
Regarding the problems in Jeong et al. (2020) and Zhu et al. (2021), the approach proposed
in this article uses Hyperledger Fabric federated chain with good scalability and AES
encryption technology to provide data privacy protection, and finally data storage through
IPFS to relieve the storage pressure of the blockchain system and ensure the security of
both on-chain and off-chain data.

In this article, we have only proposed a rough solution to the problem, and many details
are not yet perfect. For example, the contracts involved in this article all use serial transfers
for transactions, and only the serial contracts are stress-tested in the experiments, but in
reality, when large-scale data sending and receiving is required, parallel transfers are
needed to obtain better throughput rates. And currently this article implements the
simplest one-to-one data sending and receiving, which is not well supported for the more
flexible one-to-many case. In the next section, we suggest some potential improvement
directions for future research.

CONCLUSIONS
Resident trajectory data plays a huge role in epidemic prevention and control efforts, and
its secure sharing will effectively inhibit the spread of COVID-19. In response to the
current special demand for sharing resident travel trajectory data, this article provides a
new approach for privacy protection of resident travel trajectories based on federated
blockchain and interstellar file system. The proposed method uses the Hyperledger Fabric
federated chain framework combined with the storage model of IPFS, which is used to
store the cipher text of the complete travel trajectory data, and the blockchain keeps an
encrypted index consisting of the AES key used to encrypt the resident travel trajectory
data, the returned IPFS storage address, the Location_ID and the creation time of the file.
Users can query the corresponding index according to the location_ID and the creation
time of the file, and get the travel track data through the index. It protects the privacy and
security of residents’ travel trajectory data while satisfying the demand of data sharing
among various epidemic prevention departments.

In future research, we can improve the universality of the proposed method from the
following perspectives. We can try to change the traditional blockchain transaction form
into a parallel transaction form based on DAG to improve the throughput rate to adapt to
large-scale data transmission, and DAG-based public chain projects such as IOTA and
FTM have proved that they can bring more efficient and lighter transaction forms.
Secondly, we can use some new blockchain consensus protocols, such as DPBFT protocol
(Fu et al., 2021) and Dumbo protocol (Guo et al., 2020), to improve the fault tolerance rate
of the system while ensuring the system performance.
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ABSTRACT
In modern society, environmental sustainability is a top priority as one of the most
promising entities in the new energy sector. Electric vehicles (EVs) are rapidly
gaining popularity due to their promise of better performance and comfort. Above
all, they can help address the problem of urban air pollution. Nonetheless, lithium
batteries, one of the most essential and expensive components of EVs, have posed
challenges, such as battery aging, personal safety, and recycling. Precisely estimating
the remaining useful life (RUL) of lithium battery packs can effectively assist in
enhancing the personal safety of EVs and facilitating secondary trading and recycling
in other industries without compromising safety and reliability. However, the RUL
estimation of batteries involves many variables, and the operating conditions of EV
batteries are highly dynamic as they change with the environment and the driving
style of the users. Many existing methods exist to estimate the RUL based on
batteries’ state of health (SOH), but only some are suitable for real-world data. There
are several difficulties as follows. Firstly, obtaining data about battery usage in the real
world takes work. Secondly, most of these estimation models must be more
representative and generalized because they are trained on separate data for each
battery. Lastly, collecting data for centralized training may lead to a breach of user
privacy. In this article, we propose an RUL estimation method utilizing a deep
learning (DL) approach based on long short-term memory (LSTM) and federated
learning (FL) to predict the RUL of lithium batteries. We refrain from incorporating
unmeasurable variables as inputs and instead develop an estimation model leveraging
LSTM, capitalizing on its ability to predict time series data. In addition, we apply the
FL framework to train the model to protect users’ battery data privacy. We verified
the results of the model on experimental data. Meanwhile, we analyzed the model on
actual data by comparing its mean absolute and relative errors. The comparison of
the training and prediction results of the three sets of experiments shows that the
federated training method achieves higher accuracy in predicting battery RUL
compared to the centralized training method and another DL method, with solid
training stability.
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INTRODUCTION
In modern society, environmental sustainability is always a top priority. In achieving
sustainable development goals, the role of new energy sources has progressively grown in
importance, contributing significantly to reducing carbon emissions (Gu & Liu, 2021). As
one of the most promising entities in the new energy sector, electric vehicles (EVs) are
rapidly gaining popularity due to their promise of better performance and comfort. Above
all, they can help address the problem of urban air pollution.

The pivotal element of an EV resides in its lithium battery, which boasts ecological
friendliness, extended longevity, and remarkable reliability in contrast to conventional
battery types like lead-acid or NiMH batteries (Hannan et al., 2017; Zhang et al., 2019).
Because of these advantages, lithium batteries are widely used in EVs and other critical
applications, such as space applications, aircraft (Liu, Zhou & Peng, 2014), and backup
energy systems.

Although lithium batteries are widely used, their failure can also be fatal. For example,
in 2013, several Boeing 787s suffered fires due to lithium battery failures (Williard et al.,
2013), while many car manufacturers recalled EVs due to fire safety concerns (Hawkins,
2020). Another issue with lithium batteries is cost. EVs are promising in many ways, but
their high sale price remains a significant drawback (Bilgin et al., 2015), and lithium
batteries, one of the most expensive components of EVs, are another major drawback
(Andwari et al., 2017).

An accurate estimate of the remaining useful life (RUL) of a lithium battery pack can
improve the personal safety of electric vehicles and allow owners to trade up and reduce
costs without sacrificing safety or reliability. Currently, existing approaches to battery life
prediction typically fall into two categories: model-based and data-driven methods.
However, these approaches have limitations in predicting battery life in electric vehicles, as
they require either extensive physical knowledge or large amounts of experimental data for
model-based approaches, or complex and uncertain condition monitoring data for data-
driven strategies. Moreover, the relevant data used in these approaches is not readily
available on electric vehicles, and the data used for model training is obtained in the
laboratory, which cannot be generalized to realistic situations.

Therefore, researchers have introduced data-driven deep learning (DL) based methods
to study battery RUL as an alternative to model-based approaches. DL does not use
human-designed features. Instead, the model automatically extracts complex structural
features by training multiple non-linear networks with strong generalization capability.

A traditional deep learning-based model for RUL prediction, which transfers battery
data from electric vehicles to a cloud server for centralized training, has the following
drawbacks:
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1) Data privacy issues. As big data develops and users become more aware of security and
privacy, there is an increased risk of privacy leakage (Lohiya & Thakkar, 2020).

2) Incomplete data distribution. Individual EV battery data rarely reflects how the battery
is consumed and how long it will last under different scenarios. These problems result in
insufficient training data for the model, negatively affecting its accuracy and reliability.

Google initially introduced Federated Learning (FL) in 2017 (McMahan et al., 2017). Its
distinctive training methods make it a significant form of distributed learning, including
consolidating model parameters and implementing data constraints on the device. FL
serves as an effective solution to the challenge of data protection. By leveraging shared
information and global prediction models, it holds the potential to enhance the precision
of forecasting remaining battery energy in EVs.

This article proposes an RUL prediction model grounded in FL and powered by
recurrent neural networks. Through the utilization of local models on EVs, the uploading
of model updates helps circumvent privacy breaches that may occur during transmission.
In addition, by incorporating EVs as sub-nodes, each node in the FL network will possess
distinct driving data from EVs. Consequently, this augmented data distribution
contributes to a more comprehensive training of the global model. The global model
parameters are aggregated through a central server in the cloud. The ultimate global
prediction model for EV RUL is formed upon the receipt and distribution of model
updates. We have conducted experiments involving the extraction of various impact
indicators based on authentic vehicle operational data originating from diverse
geographical regions and a range of vehicle models. The main contributions are as follows:

1) Due to the limitations in obtaining comprehensive real-world usage data for EV
batteries, we have devised a set of features that can be gathered and extracted directly
from the EV terminal to evaluate the RUL of the battery.

2) Many prior estimation models depended on individual battery data from individual EVs
for isolated model training, leading to models that could have been more reliable and
lacking in generality. Additionally, gathering and transmitting heterogeneous local data
for model training and updates in an online centralized manner can potentially
jeopardize user privacy. We propose an RUL estimation method that utilizes a deep
learning (DL) approach based on recurrent neural networks (RNN) and federated
learning (FL) to predict the RUL of lithium batteries.

3) Finally, we validated the results of the model on experimental data. The model was also
analyzed on actual data by comparing the mean absolute and relative errors. The
comparison of the training and prediction results of the three sets of experiments shows
that the federated training method achieves higher accuracy in predicting battery RUL
compared to the centralized training method and another DL method, with solid
training stability.
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The rest of the article is organized as follows. “Related Work” discusses related work.
“Methods” describes the proposed methodology. “Experimental Results” demonstrates the
experimental result. “Conclusions” concludes this article and represents future work.

RELATED WORK
Classification of predictive techniques for SOH/RUL
The storage capacity and the ability for rapid charging and discharging of the battery
declines with aging. This decline in battery health is most visibly evident in the reduction of
available energy and power levels, alongside a decrease in overall capacity and an elevation
in internal resistance. Battery state of health (SOH) is typically assessed through
parameters such as battery capacity and internal resistance. In the context of this article,
the defined measure of SOH is as follows:

SOH ¼ Ct

C0
" 100ð%Þ (1)

where Ct is the current capacity and C0 is the nominal capacity. In most instances, the SOH
for a newly manufactured battery is established at 100%. For purely electric vehicles, where
capacity demand is of primary concern, it is reasonable to assume that safety performance
may decline as the battery capacity reaches 80% of its initial ability. As a result, predicting
SOH can facilitate repurposing batteries for secondary use, mitigating the safety risks
associated with electric vehicles.

SOH estimation methods can be divided into two main categories, namely experimental
analysis methods and model-based methods, as shown in Fig. 1.

Specifically, as shown in Table 1, the experimental analysis method refers to analyzing
the collected battery current, voltage, temperature, and other experimental data. The
indirect analysis method is also divided into indirect and direct measurements depending
on battery parameters. In direct measurement, specific characteristics of the battery are
directly measured to determine the battery’s power. These characteristics include
capacity/energy measurement, internal resistance measurement, impedance measurement,
and cycle counting. The indirect analysis method is a typical multi-step derivation method,
which does not directly calculate the battery capacity or internal resistance value. Still, it
estimates the battery SOH by designing or measuring specific process parameters that
reflect the battery capacity or internal resistance degradation, such as the capacity fade
curve (Zhao et al., 2021).

Model-based approaches require using a battery model to estimate selected battery
parameters to achieve battery SOH estimation, which can be divided into adaptive state
estimation algorithms and data-driven methods depending on the estimation algorithm.
Adaptive algorithms generally require electrochemical models or equivalent circuit
models, which are used to identify the parameters of the model and then complete the
SOH prediction. These methods are distinguished by their closed-loop control and
feedback mechanisms, which enable adaptive refinement of estimation outcomes based on
battery voltage variations. Data-driven SOH estimation methods can predict battery life by
extracting historical battery data using specific learning algorithms without detailed
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knowledge of the battery structure and material properties, or they can use sample entropy
to assess the predictability of the battery aging time series, quantify the regularity of the
data series, and analyze the battery discharge voltage data. Data-driven methods for SOH
estimation can predict battery lifespan by applying specialized learning algorithms to
historical battery data. These methods don’t rely on comprehensive battery structure and
material properties knowledge. Alternatively, they might employ sample entropy to
evaluate the predictability of battery aging time series, quantify data series regularity, and
analyze battery discharge voltage data.

Constructing an accurate battery model is a challenging endeavor. Conversely, the data-
driven approach relies on something other than the presence of a precise, meticulously
mathematical model to depict battery aging principles and processes. Instead, it solely
draws upon historical battery data, allowing for straightforward generalization across
various scenarios. Therefore, the next section will focus on the progress of the deep
learning-based SOH/RUL prediction solution within the data-driven approach.

Developments of deep learning
Some scholars have employed a combination of convolutional neural networks (CNNs)
and long short-term memory (LSTM) networks in pertinent research regarding fault
prediction through deep learning models. Qin et al. (2023) proposed using a multi-scale

Figure 1 Classification of battery SOH estimation methods. Full-size DOI: 10.7717/peerj-cs.1652/fig-1
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CNN-LSTM neural network with a denoising module for anti-noise diesel engine misfire
diagnosis in their article. This method may also have application value in predicting the
RUL of batteries.

Deep learning is gaining growing popularity within the realm of medical diagnosis.
Some researchers combine deep learning models with clustering analysis to classify and
diagnose medical images, signal data, and other data types.Mukherji et al. (2022) reviewed
the current state of deep learning applications in biomedical diagnosis. It introduced an
approach combining continuous clustering with deep learning models to classify and
diagnose biomedical signal data effectively. This method could also hold promise for
predicting the RUL of batteries.

In medical image analysis, some scholars have utilized deep learning models, combining
the characteristics of CNN and LSTM to achieve the classification and diagnosis of
pathological tissue images. Karimi Jafarbigloo & Danyali (2021) proposed a method based
on CNN feature extraction and LSTM classification to grade nuclear atypia in breast
cancer histopathological images. This approach also holds valuable applications in image
processing and category, particularly for predicting the RUL of batteries.

Some scholars in mobile application development have designed efficient and time-
saving applications by leveraging network services and Android application development
technologies. Sarkar et al. (2015) proposed a network service-oriented Android application
capable of achieving swift and effective data transmission and image processing. The

Table 1 Characteristics of battery SOH estimation methods.

Methods Advantages Disadvantages

Direct measurement
Characterization
parameters

! Higher prediction accuracy;
! Relatively simple, without the need for complex algorithms or models;
! Easily applied in practical production and use;

! High cost of the experiment;

Indirect analysis Health
index

! Provide real-time monitoring;
! Not require complex testing equipment and laboratory conditions;

! Relatively low prediction accuracy;
! Not applicable to all types of batteries;
! Depends on a preset model;

Adaptive algorithms ! Higher prediction accuracy;
! Used for real-time monitoring of battery life changes;

! Necessary to establish complex state
estimation models;

! High cost of implementation and
application;

! High requirements for data acquisition,
transmission, and processing;

Data-driven methods ! Higher prediction accuracy;
! No need to have a deep understanding of the internal structure and

characteristics of the battery, only the analysis of the operational data is
required;

! Require large amounts of battery
operation data;

! Require a lot of data acquisition,
transmission, and processing, resulting in
high costs;

! Require strong computing and algorithm
implementation capabilities;
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application of this technology may help optimize and deploy the battery RUL prediction
model on mobile devices, providing convenience for practical industrial applications.

In dialogue management optimization, some researchers have utilized deep
reinforcement learning models, including experience replay-based ones, to enhance and
tailor dialogue flows for optimization and personalization. Malviya et al. (2022) proposed
an experience replay-based deep reinforcement learning model to optimize policy selection
and decision-making processes within dialogue management. This model’s optimization
applications might extend to predicting battery RUL as well. For instance, employing
experience replay in data collection and preprocessing could enhance the efficiency and
precision of model training for battery RUL prediction.

In network security, some scholars use machine learning methods such as decision trees,
support vector machines, and neural networks to design and optimize intrusion detection
systems. Hidayat, Ali & Arshad (2022) compared the effectiveness of different machine
learning methods in intrusion detection systems through experiments and drew
corresponding conclusions in their article. This experimental comparison method can
serve as inspiration for evaluating disparities in performance among diverse deep learning
models and optimization algorithms within the context of battery RUL prediction. This
method can aid in selecting appropriate models and algorithms for modeling and
optimization.

SOH/RUL prediction based on deep learning
In recent decades, DL has emerged as a robust tool for pattern recognition. Deep neural
network architectures entail stacking multiple hidden layers, a feature that significantly
boosts the learning capacity of data-driven models. Consequently, it improves accuracy
and efficiency in identifying features across various domains.

Makhadmeh et al. (2021) introduced a solution termed BMO-PSPSH, which tackles the
power scheduling quandary within an innovative home context, allowing for
simultaneously attaining multiple objectives. The simulation results showed that BMO-
PSPSH outperforms other state-of-the-art algorithms in almost all scenarios. Lin et al.
(2022) presented a multi-model feature fusion approach utilizing multi-source features.
Using Pearson correlation coefficients, this method initially categorized the 27 extracted
health factors into three groups. Subsequently, they constructed a deep multi-model
incorporating CNN, LSTM, and GraphSAGE to amalgamate the deep features into feature
vectors. Ultimately, the SOH prediction was achieved through a fully connected network.
A battery SOH prediction model was formulated for batteries operating under various
temperatures. This model was devised by employing BP neural networks with incremental
capacity analysis (Wen et al., 2022). By analyzing the correlation between IC curve
characteristics and SOH, the mapping relationship between temperature and IC curve
characteristics was established by the least squares method. This was done to obtain the
SOH prediction model at different temperatures. Along with ICA, an online real-time
correction prediction model is built, with the characteristic data continuously updated to
ensure accuracy in the prediction of SOH under various aging conditions. Xia, Wang &
Chen (2022) employed the fully integrated Empirical Mode Decomposition with Adaptive
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Noise (CEEMDAN) algorithm to decompose the raw SOH data into local fluctuations and
overarching degradation trends. Subsequently, they used the GRU network and the
ARIMA model to predict the abovementioned trends. Meanwhile, the second GRU
algorithm is used to correct the prediction residuals of the global degenerative trend. The
final SOH estimates are obtained by combining the prediction results of the above
components. This method effectively addresses the negative impact of capacity
regeneration and demonstrates higher accuracy and stronger robustness than other
methods.

A popular approach is to use RNNs to find relationships between RUL and time series.
The LSTM (Hochreiter & Schmidhuber, 1997) network is a type of RNN that can handle
long-term sequences, and it has become the benchmark for recurrent networks. Therefore,
LSTM and its variants are widely used in battery environments. Moreover, specific
experiments have endeavored to employ convolutional neural networks (CNNs) for
processing time series data or simple feedforward neural networks (FFNNs) following
some form of preprocessing.

AM assigns different weights to the LSTM hidden layer to improve critical information
depending on different data sets and battery capacity data with varying multipliers of
discharge (Zhang et al., 2022). Additionally, Sun et al. (2022) proposed a method for
predicting the SOH of lead-acid batteries using a CNN-BiLSTM-Attention model. The
CNN is utilized to extract the features and reduce data dimensionality, which is then fed as
input to a bidirectional LSTM (BiLSTM) that learns the time series from the local features’
time-dependent information in both directions, leading to predicting multi-step SOH of
the battery. Shu et al. (2021) developed cell mean models (CMM) to predict SOH based on
partial training data by combining LSTM and transfer learning (TL). They used the LSTM
model to assess cell differences, applying it as a cell difference model (CDM). Based on the
inconsistencies of cell SOH, they calculated the minimum CDM estimate to determine
Pack SOH. The experiment resulted in a significant reduction in the amount of required
training data and computational burden.

However, deep learning-based methods might not be suitable for predicting the energy
of the whole EV network since they predict the energy of each EV individually. To avoid
overlooking essential features such as driver behavior and traffic conditions that impact
remaining battery energy, EVs should share their learned local model information instead
of exclusively utilizing their dataset, leading to more accurate predictions. Therefore, using
shared information or global prediction models to improve the accuracy of predicting the
remaining battery energy for EVs is a challenge.

Federated learning-based energy forecasting in the electric vehicle
sector
As discussed in the preceding subsection, machine learning is commonly used for energy
prediction. However, traditional machine learning methods cannot train accurate energy
prediction models with limited data available from a single EV. Thus, implementing
federated learning can solve the issue of data silos and enhance the accuracy of predicting
the remaining battery energy for electric vehicles. This technique employs shared

Chen et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1652 8/26

http://dx.doi.org/10.7717/peerj-cs.1652
https://peerj.com/computer-science/


information or global prediction models. Each end device trains a local model using its
own data and shares gradient updates in horizontal federated learning. The centralized
server updates the global model by aggregating the device gradients periodically. The
global model is then sent back to the end devices until it achieves the desired accuracy.
However, collecting and transmitting heterogeneous local data online for model training
and updating can be undesirable, as it may violate users’ privacy. Furthermore, the offline
anonymization of the dataset can be time-consuming and prone to errors. As a result, it is
more desirable to update the model online while considering privacy concerns.

Saputra et al. (2019) proposed a federated learning approach for energy demand that
enables charging stations to transmit their trained models exclusively to the charging
station providers for processing. It can significantly reduce communication overhead and
effectively protect the data privacy of EV users. Experimental results showed that the
proposed method improves energy demand prediction accuracy by 24.63% and reduces
communication overhead by 83.4% compared to other baseline machine learning
algorithms.

Lu et al. (2020) proposed an asynchronous federated learning scheme that reduces
transmission load and protects providers’ privacy. It also uses deep reinforcement learning
for node selection to improve efficiency. Moreover, it integrates the learned model into the
blockchain and performs a two-stage validation to ensure data reliability. Numerical
results showed that the proposed data-sharing scheme achieves higher learning accuracy
and faster convergence.

Liu (2021) proposed Fed BEV, an end-to-end federated learning framework to model
the energy consumption of battery electric vehicles. The framework employs a stacked
LSTM architecture to train local models and the FedAvg algorithm to aggregate them into
a global model. The experimental results demonstrated that asynchronous iterations using
the FedAvg algorithm can improve the predictive power of the local model.

Thorgeirsson et al. (2021) extended the federal average algorithm to train probabilistic
neural networks and linear regression models in a communication-efficient and privacy-
preserving manner. The study examined a network of battery electric vehicles connected to
a cloud-based infrastructure that incorporates multiple relevant sources of information to
forecast energy demand. To train prediction models, they utilized multi-scale regression
with sensor data from the vehicle and TRDB data from the cloud. The energy demand
predictions were validated with driving data, and the performance was measured using
appropriate scoring rules. The study demonstrated that probabilistic forecasts outperform
traditional deterministic forecasts. Additionally, the study highlighted that probabilistic
energy demand forecasting benefits from a variable safety margin, resulting in improved
battery energy utilization and increased effective driving range.

Saputra et al. (2020) presented a new technique for forecasting energy demand in
battery electric vehicle networks through federated learning. The method involves local
training of the charging transaction dataset at individual charging stations to enhance
prediction precision, reduce communication overhead, and maintain information privacy.
After local training, the learned model will be shared only among the charging stations
without revealing their real dataset to other parties. Moreover, this article integrated
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federated learning with charging station clustering to optimize energy demand forecasting
by reducing biased predictions caused by unbalanced features and labels.

METHODS
Overall architecture
Figure 2 illustrates the proposed federated learning framework for EV RUL prediction.
Local models are deployed on EVs to train local data and avoid privacy leaks during
transmission by uploading model updates. Moreover, since the EVs act as sub-nodes of
federated learning, they have different environments and driving habits, which makes the
data distribution for training the global model more comprehensive as each node
contributes additional EV driving data. Finally, the central server located in the cloud
collects the parameters, receives and disseminates updates related to the model, and
ultimately develops the final global prediction model for EV RUL. The overall structure
consists of five steps:

! Step 1: Collecting data on electric vehicles. Electric vehicles gather operational data
through onboard devices such as built-in sensors, including vehicle ID, collection time,
status updates, charging status, speed, total mileage, total voltage, total current, and
other physical parameters.

! Step 2: Data preprocessing. The data processor of the electric vehicle performs data
cleaning (deduplication), calculates simple features, and extracts features from the
physical parameters of vehicle driving collected during Step 1.

! Step 3: Build the initial model. After extracting features, the input ones are filtered. The
initial global model is designed on the central cloud server, which includes the model
inputs/outputs, model structure, and loss function.

! Step 4: Begin the federated learning process. The central cloud server transmits the
initial global model to every end node (in this case, an electric vehicle). The end nodes
receive the global model, update their local model with the local data, and upload the
model update information to the central cloud server. The server aggregates the
parameters and updates the global model, then sends the model parameters again and
repeats this process until the global model reaches a predefined threshold value.

! Step 5: The cloud server shares the final global model with all end EVs when federated
learning is complete. Then, each EV predicts its own remaining battery life cycle,
considering its historical driving data and current driving conditions.

Data preprocessing
Data cleaning
Technical defects in the sensors and complex operating conditions can sometimes lead to
signal delays, false positives, or even data loss during GPS data transmission, which can
cause anomalies in the collected data. Therefore, data cleaning is required. In case of
duplicate data, all those data records except one are eliminated, and a single record is
retained. In cases of missing data, data padding is applied. For instance, if the mileage
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values are absent for a segment, they are replaced with the mileage values of that particular
segment. If a segment’s mileage values are missing, they are filled with the mileage values at
the end of the previous segment.

Sliding window to calculate the battery capacity
Analyzing the factors that influence battery RUL is necessary for accurate prediction. In
current battery research, state of charge (SOC) is the most common feature, which reflects
the battery’s remaining capacity and decays with the number of cycles. It is defined
numerically as the ratio of remaining to battery capacity. Therefore, it has a strong
correlation with the battery RUL. This article uses the ampere-time integration method to
calculate battery capacity with the following equation:

C ¼
R
!Idt

DSOC
(2)

where C is the calculated capacity,!I is the current fragment current mean value. DSOC is the
difference between the maximum SOC and the minimum SOC within the fragment.

As shown in Fig. 3, the battery ID is the same for a charging process in the data set, and
the first data point is the starting point of that process. The battery capacity of this window
is calculated by applying the ampere-time integration method, and the window is slid by
one step until the end of charging (i.e., the last data point). The sliding window size is set to
60 records, meaning one unit per 60 records. Then, the battery capacity of this process is
calculated by estimating the average capacity of all windows.

Figure 2 Overall architecture. Full-size DOI: 10.7717/peerj-cs.1652/fig-2
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Feature extraction
To predict the accurate RUL of a battery, it is necessary to collectively consider
environmental, vehicle operating, and historical factors. As shown in Table 2, the
temperature of the external environment impacts the electrochemical reactions inside the
battery, which in turn affects its charging and discharging performance. There is a
significant difference in the vehicle’s operating characteristics between emergency braking
and normal driving conditions. As batteries age, their remaining life cycle decreases.

We use an RNNmodel based on time series, which splits the input by time. Considering
the spatial and temporal distribution of electric vehicle operation, the frequency of car use
is higher on holidays than on weekdays. Moreover, the battery wear and tear is increased.
Therefore, this article extracts each feature by month.

Model construction
Before presenting the model construction, the following definitions of features are given:

1) F ¼ f1; f2; " " " ; f16ð Þ: A row vector of dimension 1% A row vector of dimension 16,
representing the ith feature vector of a given cell.

Figure 3 Sliding window to calculate battery capacity. Full-size DOI: 10.7717/peerj-cs.1652/fig-3
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2) EVi ¼ F1; F2; " " " ; Fnð Þ%1: denotes the eigenmatrix consisting of all eigenvectors of cell i.

3) FM ¼ EV1;EV2; . . . ; EVnð Þ%1: The set of all electric vehicle battery feature matrices.

Analysis of the problem
The RUL of a battery refers to the point where its performance or health has declined to the
extent that it can no longer sustain the equipment’s operation under specific charge and
discharge conditions or after it has undergone a specified number of charge and discharge
cycles. The SOH of a battery usually refers to the parameters that characterize the battery’s
health. These parameters are also known as health factors. This article calculates SOH
using the capacity measurement method, which accurately measures the current
maximum available capacity of the battery as a percentage of its rated capacity. The
capacity measurement method uses capacity as a health factor, and the formula for
defining SOH is as follows:

CSOH ¼ CM

CN
& 100% (3)

where CSOH is the SOH as defined by the capacitance method. CM is the current stable
capacity of the battery. CN is the rated capacity. The RUL prediction is an assessment of the
remaining life cycle of the battery before failure, generally defined as a battery failure at
80% SOH, and is given by:

RUL ¼ TSOH 80% % TNow (4)

Table 2 Features extracted.

Type Feature name Data type Explanation

Environment feature mon_a_temp Float Average temperature by month

Vehicle operation features mon_day Int Total driving days by month

mon_mile Float Total driving mileage by month

mon_cycle Int Total charging and discharging cycles by month

mon_acc_Time Int Total acceleration time by month

mon_acc_time Int Total acceleration times by month

Battery features mon_a_cap Float Average capacitance by month

mon_a_R Float Average resistance by month

mon_a_I Float Average current by month

mon_a_V Float Average voltage by month

mon_use_soc Float Total electricity consumption by month

mon_a_V_diff Float Average voltage range by month

mon_a_temp_diff Float Average temperature range by month

soc Float State of charge

Historical feature a_cycle Int Total cycles

a_days Int Total driving days

a_mileage Float Total mileage
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where RUL represents the remaining life cycle of the battery. TSOH 80% represents the time
at which the battery SOH reaches 80%. TNow represents the time under the current SOH of
the battery.

RNN models
Data with time-series characteristics can be handled by RNNs using the information from
the hidden layer neurons of the network. Specifically, in the RUL prediction scenario, the
battery aging data is extracted from the feature parameters and fed into the RNN for
training. This structure fits the battery decline curve well and accurately predicts the
battery’s remaining life.

First, the feature matrix FM was normalized. Then the FMs are cropped according to
different lengths to form a set H ¼ EV1;EV2; . . . ; EVnf g containing multiple subsets of
FMs as input to the model. The shape of each FM subset is 16 " N. N is the batch size
during training. As shown in Fig. 4, the prediction of RUL is achieved by calculating the
loss of each vector input for each FM subset.

As shown in Fig. 5, the model consists of an input, hidden, and output layer. The
number of neurons in each fully connected layer is set as low as possible to keep the model
lightweight. The hidden layer has five layers of simple recurrent neural networks with
64,32,16,8,4 neurons and two thoroughly combined layers.

We use mean squared error (MSE) and mean absolute error (MAE) to assess the
difference between the predicted and actual values of the model using the following
formula:

MSE ¼ 1
m

Xm

i¼1

ŷi # yi
! "2 (5)

MAE ¼ 1
m

Xm

i¼1

ŷi # yi
## ## (6)

where yi denotes the actual value of SOH, byi is its corresponding predicted value, and m
represents the feature dimension.

Federated learning
The training process for federated learning consists of two parts: global model training and
local model training. Clients update their local models based on their individual data and
transmit the updates to the central server. Then, the central server aggregates the updates
to calculate a modified global model.

Local training of the model consists of four steps:

$ Step1: The initial global model is received from the incoming central server.

$ Step2: Collecting multiple EVs in a trusted vehicle network to form an ensemble
H ¼ EV1; EV2; . . . ; EVnf g training dataset.

$ Step3: EVi is taken from the set FM at each training session, and the model is trained
using the gradient descent algorithm until all the EVs in the set FM are trained.

Chen et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1652 14/26

http://dx.doi.org/10.7717/peerj-cs.1652
https://peerj.com/computer-science/


! Step4: Receive the updated model parameters from the central server after uploading the
weights and biases of the trained model. Repeat steps 3 and 4 several times until the
global node converges globally.

Global training consists of three steps:

! Step1: Design the model and distributes it to each node.

! Step2: Collect model parameters and losses for local training at each node.

! Step3: The parameters and losses of each node are aggregated and resent to each node.
Repeat steps 2) and 3) several times until the global loss reaches the set convergence
threshold.

! Step4: Considering the different data volumes of the sub-nodes when aggregating the
model globally, the ratio of each node’s data volume to the total data volume is used as
the weight for aggregation.

EXPERIMENTAL SETUP
To validate the performance of the proposed method, we conducted experiments with data
collected from automotive sensors. We used 124 batteries, each with several charge and

Figure 4 Model input & output. Full-size DOI: 10.7717/peerj-cs.1652/fig-4

Figure 5 RNN model structure. Full-size DOI: 10.7717/peerj-cs.1652/fig-5
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discharge cycles. Our focus was on two aspects: (1) the stability of federated training; and
(2) the accuracy of the model’s predictions.

Figure 6 shows the experimental procedure, including data preprocessing, data splitting,
and comparison experiments. The 124-cell data collected by the sensors was cleaned and
normalized. The dataset required for the experiments was formed by extracting each cell’s
data over time. The dataset was then split into a training set and a validation set by battery,
and a bunch of comparison experiments were conducted. The federated training
experiments divided the training data into five nodes, and the centralized training
experiments used the whole training data. Finally, we analyzed the results of the two
experiments.

Experimental environment and dataset
The experiments were conducted on a computer system that included an Intel(R) Core
(TM) i5-8250U CPU processor and an Intel(R) UHD Graphics 620 graphics card
operating on theWindows 10 platform. The TensorFlow deep learning framework, version
1.10.0, and Python programming language, version 3.6.2, were utilized. The dataset
employed for the experiments was acquired from a published study (Severson et al., 2019).
The dataset was collected from 124 commercial lithium iron phosphate/graphite batteries
subjected to fast-charging cycles, with cycle lives ranging from 150 to 2,300 cycles.

Figure 6 Overall experimental process. Full-size DOI: 10.7717/peerj-cs.1652/fig-6
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Data preprocessing
First, the data has many spikes, which may represent some errors in the sensor readings or
other anomalous data that need to be cleaned up. Here the data is processed using an
exponential moving average to remove outliers and ‘smooth out’ problematic curves.
Secondly, the features in the dataset have different value ranges. Hence, the data needs to
be normalized to a specific interval ([−1,1]) to make the features comparable, eliminate the
undesirable effects caused by odd sample data, speed up gradient descent to find the
optimal solution and improve accuracy. Third, the battery IDs in the dataset are the same
for a battery with multiple charge/discharge cycles. We obtain 60 “windows” of 100 cycles
from the first 160 cycles of each battery as all the data for that battery, treating them as
many time series, each with many features, and maintaining the temporal order of the
series. Finally, there are 124 cells in the dataset, each with 60 sliding windows. This results
in a total of 7,440-time data series, each containing 100 data cycles, as shown in Table 3.

Data splitting
Due to the large number of batteries and the small amount of data that can be obtained for
each battery, we merged the data by battery and split it into a training and validation set.
The data from 120 batteries, from batteries 0 to 119, were used as the training set. The data
from four batteries, 120 to 123, were used as the validation set. It means that the training
set has 7,260 time series data, which is 726,000 data cycles. The validation set has 180 time
series data, which is 18,000 data cycles. Further, according to the number of sub-nodes in
the federated training, the training set is split into five parts by battery. We combine every
24 batteries into one battery, equivalent to a training set of five batteries in the federated
training, and each sub-node training set has 1,440 time series data and 144,000 cycle data.

Parameter setup
We designed a series of comparative experiments comprising three components to assess
our concerns regarding the stability of federated training and the accuracy of model
predictions. Specifically, we conducted experiments utilizing the RNN federated training
method, the RNN centralized training method, and the CNN-ATSLSTM method
proposed by Li et al. (2022) in their study, respectively, for RUL prediction. The respective
parameter configurations for these experiments are presented in Table 4.

Table 3 Dataset description.

Data items Numerical values

Number of batteries 124

Sliding window size 100

Number of acquisition windows per cell 60

Total number of sequences 7,440

Total number of cycles 744,000

Number of features 16
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Federated training: The number of nodes in the federated training experiment was
restricted to five; each node used 24 batteries of data as the training data set, containing
1,440 time series data, i.e., 144,000 cycles of data; the total data volume of five nodes was
7,200; the number of local training rounds was limited to 100; the number of global
training rounds was 10 rounds, each node would train 1,000 rounds. The optimizer is
Adam, the learning rate is set to 0.0005, and the data batch size is 64.

Centralized training: The amount of data in the centralized training experiment is 7,260
time series data, i.e., 726,000 cycles of data; the local training rounds are set to 1,000. The
optimizer is Adam; the learning rate is set to 0.0005, and the data batch size is 64.

CNN-ATSLSTM: The training set data volume is 7,260 time series data, i.e., 726,000
cycles of data; the number of local training rounds epochs is set to 1,000; the optimizer is
Adam; the learning rate is set to 0.0005, and the data batch size is 64.

Evaluation metrics
The evaluation metrics used in the experimental component are:

Mean Squared Error Loss (MSE Loss) measures how bad a neural network’s
performance is. It is the average of the sum of the squares of the differences between the
predicted and target values, calculated as:

MSELoss ¼
mean yi " ŷi

! "2h i
; reduction ¼ mean

sum yi " ŷi
! "2h i

; reduction ¼ sum

8
<

:

9
=

; (7)

Mean Absolute Error (MAE), which is the average of the absolute errors, better reflects
the actual situation of the forecast value error and is calculated as:

MAE ¼ 1
m

Xm

i¼1

yi " ŷi
## ## (8)

Residuals, the difference between the actual and estimated values, are used to measure
the difference between the predicted and true values and are calculated as:

Table 4 Experimental parameter settings.

Parameter name Federated training Centralized training CNN-ATSLSTM

Number of nodes 5 – –

Data volume by node 1,440 – –

Total data volume 7,200 7,260 7,260

Local training rounds 100 1,000 1,000

Global training rounds 10 – –

Optimizer Adam Adam Adam

Learning rate 0.0005 0.0005 0.0005

Data batch size 64 64 64
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Residuals ¼ yi " ŷi (9)

In the above equation, byi is the true value of the target, and yi is the predicted value.

EXPERIMENTAL RESULTS
Comparison of training stability
Figure 7 displays the trend of MSE Loss change for the three experimental sets, where
RNN-FL_loss and RNN-FL_val_loss denote the MSE Loss of federated training. It can be
observed that the MSE Loss of all three models converges to the lowest value within 300
epochs. As the Loss value decreases, the val_Loss value also decreases, indicating standard
model training. The federated training and CNN-ATSLSTM curves exhibit relatively
smooth trends with minor fluctuations in values, indicating strong training stability. At the
beginning of training, the MSE Loss of federated training converges faster than that of
CNN-ATSLSTM. The specific MSE Losses of each epoch are presented in Table 5. The
overall MSE Loss of federated training is lower than the other two models, and the final
convergence at the end of training attains values of 231.7720 and 99.5836, respectively,
which are lower than the final values of centralized training and CNN-ATSLSTM. Thus,
federated training exhibits more substantial stability with lower loss and superior training
results.

Comparison of prediction accuracy
MAE
Figure 8 shows the MAE variation trend for the three experiment sets. RNN-FL_MAE and
RNN-FL_val_MAE indicate the MAE of federated training. The MAE and val_MAE of all
three models converge at a faster rate. The MAE of the centralized training model is larger
and exhibits more fluctuations. In contrast, the MAE of federated training and CNN-

Figure 7 Trends in MSELoss. Full-size DOI: 10.7717/peerj-cs.1652/fig-7
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ATSLSTM drop smoothly to a lower value and fluctuate steadily in a smaller range.
Furthermore, the MAE of federated training converges first. It indicates that the training
error of the federated training model is smaller than that of the centralized training model
and can reach about the same accuracy as that of the CNN-ATSLSTM model.

Model prediction results
The trained model was utilized to predict the battery RUL on the test set data, and the
accuracy of the prediction results was analyzed. Figure 9 compares the predicted and actual
values of the three models using the first 100 data of the test set for analysis. The solid blue
line represents the RUL values predicted by the models, and the dashed orange line
represents the true RUL label values. The figure shows that the prediction results of all

Table 5 MSE Loss values.

Centralized training CNN-ATSLSTM Federated training

Epochs Loss val_Loss Loss val_Loss Loss val_Loss

0 491,646.0032 185,134.0506 486,878.0032 483,986.0506 486,979.0536 209,103.2877

1 134,666.7335 133,816.1474 479,478.7335 476,722.1474 297,430.8339 247,654.1310

2 132,730.9633 145,277.1068 471,960.9633 468,408.1068 138,228.1763 131,975.9990

… … … … … … …

995 1,311.0405 1,640.3068 635.4150 134.6640 246.9252 102.1924

996 1,735.1783 1,098.3275 636.7056 114.3281 243.9156 93.9880

997 1,829.7231 1,985.8028 608.3708 95.4834 233.9361 105.1113

998 1,555.3295 1,735.3379 601.0994 127.1374 247.6579 112.2270

999 1,334.7052 812.2385 627.3907 99.5114 231.7720 99.5836

Figure 8 MAE change curve. Full-size DOI: 10.7717/peerj-cs.1652/fig-8
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three sets of experiments are in good agreement with the actual values. However, the RUL
predictions of the centralized training model deviate significantly from the real values in
more parts, and a small portion of the CNN-ATSLSTM model also had inaccurate
predictions. In contrast, the prediction values of the federated training model were highly
consistent with the actual values. The federated training model demonstrates more
accurate prediction results.

Residual analysis
Figure 10 shows the range and distribution of residuals values for the predicted results. It
includes univariate distribution plots (histograms and kernel density plots) of residuals
and residuals values for each model. The residuals of the centralized training model are
mainly concentrated in the (−50, 50) range, while the CNN-ATSLSTM model and the
federated training model are primarily in the (−20, 20) and the (−10, 10) ranges,
respectively. All three models have approximately normally distributed residuals,
indicating accurate data predictions. However, the overall values of the residuals of the
federated training model are smaller than those of the other two models. Moreover, the
Residuals statistical analysis in Table 6 shows that the federated training model has better
Residuals mean, standard deviation, and other statistical values. Therefore, the federated
training model is more accurate in predicting RUL than the centralized training model and
the CNN-ATSLSTM model.

Figure 9 Comparison between model predictions and true values. Full-size DOI: 10.7717/peerj-cs.1652/fig-9
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Figure 10 Residuals comparison. Full-size DOI: 10.7717/peerj-cs.1652/fig-10
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CONCLUSIONS
The proposed RNN-based federated learning method for RUL prediction provides a
promising approach for addressing privacy concerns while achieving high prediction
accuracy. The privacy of user battery data is protected by partitioning the models into local
and global models and uploading only model updates during training. Furthermore, using
battery data from different sub-nodes to train the global model results in a complete data
distribution compared to centralized training methods and other existing RUL prediction
methods. The comparison of the training and prediction results of the three sets of
experiments shows that the federated training method achieves higher accuracy in
predicting battery RUL compared to centralized training and CNN-ATSLSTM methods,
with solid training stability. Overall, the proposed method protects the privacy of user
battery data and achieves good training stability and higher prediction accuracy, making it
a promising approach for RUL prediction in the context of battery management systems.
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Guidelines for a participatory Smart City
model to address Amazon’s urban
environmental problems
Jonas Gomes da Silva

Industry Engineering Department-Eureka Laboratory, Universidade Federal do Amazonas,
Manaus, Amazonas, Brazil

ABSTRACT
Climate change is a global challenge, and the Brazilian Amazon Forest is a particular
concern due to the possibility of reaching a tipping point that could amplify
environmental crises. Despite many studies on the Amazon Forest, this research was
conducted in Manaus, the capital of Amazonas state, to address five gaps, including
the lack of local citizen consultation on urban environmental issues, Smart Cities,
decarbonization, and disruptive technologies. This study holds significance for the
academy community, government bodies, policymakers, and investors, as it offers
novel insights into the Amazon region and proposes a model to engage citizens in
Smart Cities. This model could also guide other municipalities aspiring for
participatory sustainable development with a decarbonization focus, mitigating
future risks, and protecting future generations. Basically, it is an explanatory and
applied study that employs mixed methods, including literature, bibliometric and
documentary reviews, two questionnaires, and descriptive statistical approaches,
organized in four phases to reach the following goals: (a) provide information on the
main challenges facing humanity, the Brazilian Amazon state, and the city of
Manaus; (b) identify the best Smart City approaches for engaging citizens in solving
urban problems; (c) contextualize and consult Manaus City Hall about the
effectiveness of the Smart City project; (d) investigate the perceptions of citizens
living in Manaus on the main city’s environmental problems, as well as their level of
knowledge and interest on issues related to Smart Cities, decarbonization, and
disruptive technologies; (e) propose a participatory Smart City model with
recommendations. Among the result, the study found that the term “Smart City”
dominates scholarly publications among nineteen urban-related terms, and the five
main environmental problems in Manaus are an increase in stream pollution,
garbage accumulation, insufficient urban afforestation, air pollution, and traffic
congestion. Although citizens are willing to help, the majority lack knowledge on
Smart City and Decarbonized City issues, but there is a considerable interest in
training related to these issues, as well as disruptive technologies. It was found that
Amsterdam, Melbourne, Montreal, San Francisco, Seoul, and Taipei all have a formal
model to engage citizens in solving their urban problems. The main conclusion is
that, after 6 years, the Smart City Project in Manaus is a political fallacy, as no model,
especially with a citizen participatory approach, has been effectively adopted. In
addition, after conducting a literature and documentary review and analyzing 25
benchmark Smart Cities, the P5 model and the Citizen Engagement Kit model are
proposed with 120 approaches and guidelines for addressing the main environmental
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problems by including Manaus’ citizens in the Smart City and/or decarbonization
journey.

Subjects Adaptive and Self-Organizing Systems, Artificial Intelligence, Emerging Technologies,
Mobile and Ubiquitous Computing, Internet of Things
Keywords Citizens engagement, Climate change, CO2, Data, Decarbonization, Digital technologies,
Disruptive technologies, Environment, Smart city, Sustainable city

INTRODUCTION
Climate change is a global challenge, a long-term change in weather and temperature
patterns with intense consequences for humanity and the planet (UN, 2020). Moreover,
climate and environmental risks are the core focus of global risk perceptions over the next
decade, but they are risks we are seen to be the least prepared for (World Economic Forum,
2023, p. 8).

Climate change publications date back to the early 1900s (De Courcy Ward, 1906a,
1906b; Lockyer, 1910; Humphreys, 1913; Nature, 1913; Agassiz, 1938), but it has become
one of the main scientific concerns, since the 1992 Rio-92 (Fig. 1), with 328,000
publications (Articles, Chapters, Proceedings, and Edited Books) with titles or abstracts
related to these words (Dimensions, 2022), with average growth per year equal to 16.6%. In
addition, for every 5 years, since 1992, the total number of publications is growing,
reaching the highest growth (237%) in the fourth quinquennium (Q4 = 2007 to 2011 =
42,333 publications) compared with Q3 (12,578 publications).

Population growth is a growing concern. According to the UN (2019b), it is estimated
that by 2050, 68% of the global population will reside in urban areas. While cities are
contributors to climate change, they also play crucial roles in its mitigation and prevention.
Therefore, if we consider population growth, climate change risks, and effects in the future
(IPCC, 2022), while city areas occupy around 2% of the world’s land, consume 2/3 of its
energy, and emit 75% of its carbon emissions (The World Bank, 2021), it is possible to
imagine that urban life could be difficult in the future (Yukiko, 2021) if we do not address
the main environmental challenges towards the Low Carbon Economy transitions.

One way some nations/cities are making the transition is through Smart City policies,
since they can improve their low-carbon economy by integrating new technologies into the
cities’ operation and management, optimizing the energy’s supply and demand, as well as
information sharing among government, enterprises, and citizens (Fan, Peng & Liu, 2021;
Gomes da Silva, 2022a).

For conciseness, the frequently used terminology of “Smart City or Smart Cities”,
“Disruptive Technologies”, and “Citizens Engagement” will be abbreviated as SC, DT, and
CE hereafter.

Research’s main context, gaps, and originality
It was realized in Brazil, the fourth largest global CO2 emitter since 1850 (Evans, 2021).
Most emissions are from land use and forests, highlighting that 2020’s Brazilian Amazon
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deforestation rate was the highest of the decade (Silva Junior et al., 2020) and emitted 20%
more CO2 into the atmosphere than it absorbed in 10 years (Qin et al., 2021).

Although several studies developed in the Brazilian Amazon region focused on the
forest, no study has been conducted in Manaus’ urban area, taking into consideration local
citizens’ perceptions of environmental, SC, decarbonization, and DT issues. This gap
cannot be ignored by the academy and global society, because Manaus is 352 years old and:

(a) has 2.063 m citizens living in an area of 11,401 Km2 (IBGE, 2021a), which represents
almost the size of Qatar, Jamaica, or Lebanon. It is the capital and the 35th largest city of the
Amazon State, considered the biggest state in Brazil (IBGE, 2021b).

(b) its GDP in 2019 was considered the sixth largest of Brazil (IBGE, 2021c, p. 3) due to
Industrial Park, which in 2021 alone earned the amount of R$158.62 bi (Suframa, 2022a),
through the performance of companies such as Honda, P&G, LG, Samsung, Sony, etc.

(c) the city, from 2000 until 2018, emitted around 10.7 MCO2 (70.3% to produce
energy), which represented almost 10% of the Amazon State’s CO2 emission (SEEG Brasil,
2022).

Figure 1 Number of publications on climate change since 1992. Full-size DOI: 10.7717/peerj-cs.1694/fig-1
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(d) according to JICA (2010), for 18 months, 187 Manaus Industrial Park companies
produced 628.9 tons of waste/day, of which 120 tons were considered hazardous industrial
waste.

(e) it is suffering from pollution, floods, fires, health problems, violence, and social
disparities. As a city that emerges from the forest, it is important to think about sustainable
urban planning solutions that can address the urban environmental problems from the
citizen’s perspective (de Medeiros, da Fonseca & de Silva, 2020).

(f) the most intriguing fact, in 2016, is that its mayor, Arthur Virgílio Neto, was
reelected, after making a strong electoral campaign promising a project to transform
Manaus into a SC, but the marketing campaign ceased once he was re-elected.

Although several authors (Tan, 1998; Mahizhnan, 1999; Giffinger et al., 2007; Dameri,
2013; Capra, 2014; Albino, Berardi & Dangelico, 2015; Fernandez-Anez, 2016; Eremia,
Toma & Sanduleac, 2017; Fernandez-Anez, Fernández-Güell & Giffinger, 2018; Santos
et al., 2018; IAP2 International Federation, 2018; Lai et al., 2020; Janik, Ryszko &
Szafraniec, 2020; Belausteguigoitia et al., 2022; Jiang, Geertman & Witte, 2022; Puron-Cid
& Gil-Garcia, 2022; UN-Habitat, 2022 etc.) have published valuable studies on SC and/or
models to engage citizens, there are gaps that need to be addressed to provide updated
information about:

(Gap2) the main terms used over time to address urban challenges; (Gap3) the key
publications, facts, and enablers that contributed to the evolution and popularization of the
term “Smart City”; (Gap4) enhancing understanding of SC foundations, related to its
enablers, definition, type of city (Vision), digital technologies used with approaches to
engage citizens; (Gap5) the development of a model to transform Manaus’ citizens into
protagonist participants during the SC journey.

The study is original and differs from others in its geographic focus on citizens
perceptions in Manaus, filling a gap, as most previous Brazilian SC publications centered
on cities or issues in the country’s south or south-central regions (Gomes da Silva, 2023).

Additionally, the interdisciplinary approach utilizes mixed methods, exploring
historical and practical perspectives. The extensive research fills gaps through a long-term
analysis in five scientific databases, spanning 122 years, followed by real cases learned from
25 of the world’s best SC, resulting in the development of a practical, flexible, and
participatory SC Model for Manaus’s policymakers, public managers, and others.

Main questions, goals, importance, social impacts, and implications
(Q1) given climate change and population growth, how can we protect future generations?
(Q2) Does Manaus City Hall SC Project work? (Q3) How do Manaus’ residents view SC,
decarbonization, DT, and urban environmental issues? (Q4) which SC have the most
inspiring citizen engagement models? (Q5) How can Manaus’ challenges be addressed
using a citizen-centric SC model?

Goals: (a) provide information on the main challenges facing humanity, the Brazilian
Amazon state, and Manaus; (b) identify the best SC approaches for engaging citizens in
solving urban problems; (c) contextualize and consult Manaus City Hall about the SC
project’s effectiveness; (d) investigate the perceptions of Manaus citizens regarding the

da Silva (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1694 4/59

http://dx.doi.org/10.7717/peerj-cs.1694
https://peerj.com/computer-science/


main city’s environmental problems, as well as their level of knowledge and interest on
issues related to SC, Decarbonization, and DT; (e) propose a participatory SC Model with
recommendations to local managers.

Importance: it has multifaceted social impacts and implications for academia,
policymakers, investors, authorities, and practitioners in the fields of CE, public
administration, urban planning, and sustainability.

For the academy, the research provides new insights, offers scholars an in-depth
understanding of citizens’ perceptions regarding SC, decarbonization, and DT in an
Amazonian urban setting. This can contribute to a more geographically diverse
understanding of these subjects. It also contributes to the SC education process, and its
recommendations open opportunities for new studies. As a result, in the medium and long
term, behavior changes can be made, with increased understanding and involvement,
residents might change their behaviors in favor of more sustainable practices and
participate more actively in SC initiatives.

It is important research for public authorities who wish to correctly start the SC journey,
especially those working at Manaus City Hall, since they will gain valuable insights from
the best SC background, and from Manaus’ residents. By identifying best CE practices,
policymakers can learn and make policy changes, developing strategies to involve residents
more fully in the decision-making process, thereby enhancing the legitimacy and
effectiveness of their policies, strengthen democratic process, foster a sense of belonging
and community, and encourage citizens to play a more active role in shaping their city.

It can be useful for investors and authorities interested in a better understanding of the
Amazon State and Manaus city, since the region is still unknown to many people living
outside of Brazil.

In terms of sustainability, the study addresses climate change, one of the most pressing
issues facing humanity. By exploring approaches to engage inhabitants in identifying the
main environmental issues, decarbonization and DT, this paper could contribute to
mitigation efforts and help safeguard the wellbeing of future generations.

Finally, it can scale solutions because the lessons learned from the best SC and the
proposed participatory SC model could serve as a guide for other cities seeking to promote
participatory sustainable development, potentially transforming urban life on a larger
scale.

SURVEY METHODOLOGY
It is an explanatory and applied study that employs mixed methods, including literature,
bibliometric and documentary reviews, two questionnaires, and descriptive statistical
approaches. The methodology consists of four phases to gather data and analyze it in a
comprehensive manner:

Phase 1: general literature, bibliometric, and documentary review
It is based on general literature research, the study of articles, books, policies, guidelines,
manuals, official sites, government programs, decrees, standards, technical reports,
dissertations, and theses, collected from the internet. In terms of bibliometric studies,
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investigations were realized between 19th July 2022 and 25th August 2022, in five scientific
databases (Lens.org, Dimensions.ai, Engineering Village, Web of Science, and Science
Direct), to find publications from the 1900s until 2022, good cases of SC and other
information, to support this research.

Concerning to documentary research, it focused on practical cases, and it was developed
between September 2022 and March 2023, by consulting the official sites of specialized
organizations or governments considered Benchmark SC, and official sites related to
Manaus City Hall.

Phase 2: contextualization, and the first diagnosis, consulting the City
Hall Managers
The contextualization was based on a review of public documents published between 2016
and 2022, such as the government plan approved by the Brazilian Superior Electoral Court
for the election of mayor in 2016 (Coligação por uma só Manaus, 2016) and in 2020
(Coligação Avante Manaus, 2020), as well as decrees published by the Official Gazette of
Manaus City, to identify the main decisions related to Manaus SC Project.

A questionnaire with seventeen open questions (Appendix 1), based on factors used by
Eden Strategy Institute (2021) was submitted to the Manaus City Hall Managers on May
23, 2022, via the city’s transparency portal (https://transparencia.manaus.am.gov.br/
transparencia/v2/#/lai), protocol 2831/2022. This is the main channel for residents to ask
and receive public information according to the Law No. 12527 and Decree No. 4157. Note
that no respondent identification information was required.

Phase 3: realize the second diagnosis, consulting Manaus citizens
On December 8, 2021, using Typeform, an electronic questionnaire was created in the
Portuguese language (https://quiz.typeform.com/to/XX7dbMg4), available in English
(Appendix 2), with a welcome, target audience (>=18 years old), goals, eleven multiple-
choice questions, and two open questions.

In terms of sample size, the Brazilian Institute of Geography and Statistics (IBGE) is
realizing a new census in Brazil, and from the last census (IBGE, 2010), it is possible to
estimate that, in that time, around 66% of the Manaus population was aged 18 or over. The
current census is over, and the IBGE’s last estimate of Manaus’ population was 2,063,547
people in 2022 (IBGE, 2021a). If the age group proportion has not changed, 66% is
1,361,941.02 individuals.

Considering the values of 95% confident level, 3% margin of error, 50% response
distribution, and a population target of 1,500,000 people, a representative sample of 1,067
respondents was estimated (SurveyMonkey, 2022; Raosoft, 2022). However, due to the
possibility of receiving a questionnaire with incomplete data or other issues, a target of at
least 1,300 respondents was set.

The questionnaire was pilot-tested from 8–15 December 2021 to assess its
comprehensiveness, and two improvements were made to make it easier. After that, the
survey ran from 16 December 2021 to 9 December 2022, with 1,308 respondents, 1,242 of
whom were correct and 66 eliminated due to missing, repeated, or under-18 data.
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To invite people, the following strategies were used:
Strategy (1) when the author spoke on a SC public policy panel at the Third Fair of

Manaus Digital Pole on December 9, 2021. Strategy (2) in Amazon Federal University
lectures. Strategy (3) by establishing a Facebook invitation to the questionnaire and posting
it in local Manaus groups (universities and neighborhoods). Strategy (4) using Facebook’s
“Boost post” tool to invite 105,939 Manaus residents in 95 days for R$1505.62.

Due to COVID-19 and cost limitations, interviews were not possible, and the researcher
continued the data collection and verification in 2022 to reach the target goal, which
depended on the availability of the respondent to voluntarily answer the survey.

Phase 4: propose a participatory SC model with recommendations
The model is based on practical cases, especially from publications identified in phase 1,
and 25 Benchmark SC selected from the list of five International ranking specialized
reports published in the last 2 years by the Eden Strategy Institute (2021 p. 2), IMD SC
Observatory and SUTD (2022), IESE Business School (2022, p.26), and DTTM, ISi Lab and
IfM Engage (2022), and The Economist Group (2022, p. 49).

The main criteria to select each ranking are to (1) have been published since 2021; (2) be
related to Smart or Digital City; (3) have an international list of at least 30 cities; (4) have
free access to the report or the list of the best cities.

To select the best SC, a spreadsheet with ten columns (Appendix 3) was created. The
first column contains the city’s name, the second, third, fourth, fifth, and sixth columns
contain the city’s rank based on the cited reports, the seventh and eighth columns are for
the average and standard deviation of each city’s rank, and the ninth and ten columns
contain the number of times a city appears in all five ranks (NTR) and the final rank.

The criteria to select the 25 benchmark SC are (1) being in at least three rankings; (2) the
average of all rankings selected from the lowest to the highest score. For each best city,
additional research was done in the scientific databases mentioned in phase 1 and the
government site to examine their SC plan, strategy, program, project, model, roadmap,
main terms used to define a SC, city’s vision, and approaches to engaging citizens over
time.

LITERATURE, BIBLIOMETRIC, AND DOCUMENTARY
REVIEW
The review was organized by the following topics: Climate change as a global challenge,
Brazil CO2 emissions, Brazilian Amazon region CO2 emissions, Brazilian Amazon State
and Manaus Profile, human settlement, and urban cities, publications from cities in
evolution to SC, P5 model with enablers that are contributing to the popularization of SC,
SC definitions, profile of benchmark SC, DT, and digital technologies with approaches
to CE.

Climate change as a global challenge and Brazil CO2 emissions
Globally, Rockström et al. (2009) showed that nine systems regulate the stability and
resilience of our planet. They proposed a quantitative planetary boundary, under which
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humanity can develop itself for generations but crossing them might jeopardize life due to
large-scale irreversible environmental changes. However, Steffen et al. (2015) and Persson
et al. (2022), found that five of the nine planetary boundaries have already crossed due to
anthropogenic activities, of which biosphere integrity and climate change are considered
the main limits. Furthermore, a recent publication (Rockström et al., 2023) modified their
original concept and showed that seven of eight thresholds—climate, natural ecosystem
area, ecosystem functional integrity, surface water, groundwater, nitrogen, phosphorus,
and aerosols—have been crossed.

In terms of climate change, it was learned that human emissions of CO2 and other
greenhouse gases are its primary drivers (IPCC, 2013). In addition, from 1850 until 2021
(Table 1), it was estimated (Evans, 2021) that humanity has pumped around 2,500 bn tons
of CO2 into the atmosphere with the USA (509 Gt), China (284 Gt), Russia (172 Gt), Brazil
(113 Gt), and Indonesia (102 Gt) among the highest emitters.

Concerning Brazil, it was found (Evans, 2021) that the country represents 4.52% of the
global CO2 emissions, with an interesting discovery related to the origin of CO2 emissions,
divided into two groups, one related to emissions from fossil fuels (including cement) and
another related to emissions generated from land and forests. Table 1 shows that Brazil’s
main cumulative CO2 emissions are from land and forests (97 Gt; 86%), along with
Indonesia (88 Gt; 85%), while for the USA (420 Gt; 82.5%), China (242 Gt; 85%), and
Russia (117 Gt; 68%) it comes from fossils and cement.

The global carbon emissions have increased considerably in the last decades, and when
Brazil’s CO2 emission is considered during the last three decades, from 1990 until 2020, it
is estimated a total of 49.18 Gt of CO2, from which most (75.72%) is from land use and
forest, while 19.12% from energy, 4.23% from industries, 0.87% from agriculture, and
0.05% from waste (SEEG Brasil, 2022).

Brazilian Amazon region CO2 emissions
Brazil has six biomes, Amazon Region Forest (420.8 Mha; 49.5%), Atlantic Forest (110.7
Mha; 13%), Cerrado (198.5 Mha; 23.3%), Caatinga (86.3 Mha; 10.1%), Pampa (19.4 Mha;
2.3%), and Pantanal (15.1 Mha; 1.8%).

The Brazilian Amazon Region is composed of nine states (Acre, Amazon, Amapá,
Maranhão, Mato Grosso, Pará, Roraima, Rondônia e Tocantins) with a total area of
503,013,724 hectares, representing 59% of Brazil’s area (MapBiomas Brasil, 2022; IBGE,
2020). This region is a particular concern due to the possibility of reaching a tipping point
that could exacerbate environmental problems (Ribeiro et al., 2022; Boulton, Lenton &
Boers, 2022; Amigo, 2020;Nobre & Borma, 2009). A study carried out byMapBiomas Brasil
(2022), revealed, that between 1985 and 2021:

(a) Brazil lost 84.7 Mha (millions of hectares) of native vegetation, mostly in the
Amazon Region (44.1 Mha, ten times the size of RJ State), followed by the Cerrado (28
Mha), Caatinga (6 Mha), Atlantic Forest (1 Mha), Pantanal (0.7 Mha), and Pampas Biome
(0.1 Mha).

(b) In the last 36 years, Brazil burned at least 167.3 Mha (20% of the country), an area
larger than Iran, including 73.4 Mha in the Cerrado, 69 Mha in the Amazon Region, 8.8
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Mha in the Caatinga, 8.6 Mha in the Pantanal, 7.1 Mha in the Atlântica Forest, and 0.2
Mha in the Pampa. The five most critical states were Mato Grosso (38.9 Mha), Pará (21.5
Mha), Tocantins (16.6 Mha), Maranhão (15.5 Mha), and Bahia (11.6 Mha).

(c) In 36 years, the Amazon Region lost 11.73% of its native vegetation cover, especially
due to pasture and agriculture, with most of the loss occurring in Pará State.

(d) The mining area increased by 600% in Brazil between 1985 and 2020, with 300%
occurring in Conservation Units.

According to Terra Brasilis (2022), a Brazilian geographic data platform, from 1988
until 2021, 33 years, around 47,027,500 hectares were deforested in the Amazon Region,
which represents 9.35% of the total Amazon Region Area.

Brazilian Amazon State and Manaus profile
Brazil has 27 states and the Amazon is the largest (1.56M km2), located in the North
Region (IBGE, 2021b), with 3.94 m people living in 62 cities, most (52.3%) in the capital
Manaus.

Manaus was founded on 24th October 1669 and in 2022 celebrated 353 years. It is
among the capitals with the highest population growth in Brazil. According to the 2010
Brazilian National Census (IBGE, 2011a), Manaus had the seventh highest population of
the 27 capitals, with 1.8 m inhabitants, and its population growth (%) was among the five
highest since 1872, with the percentage higher than the average and median of the 27
capitals in almost all Census (Table 2).

In terms of Economy, the Amazon State’s activities are organized into four main sectors:
(a) agricultural (livestock, forest production, fisheries, and aquaculture, etc.); (b) industry
(extractive, transformation, construction, electricity, and gas, water, sewage, waste
management activities, waste, and decontamination); (c) service (trade, transport,
accommodation and food, information and communication, education, art, culture, etc.).

According to SEDECTI (2022a), Amazon’s GDP in 2021 was R$ 126.31 billion, a
nominal growth of 16.93% from 2020. Industry (30.1%) and Services (48.8%) sectors grew
by R$ 38 billion and R$ 61.5 billion, respectively.

Concerning jobs, the total employment contracts in effect on December 31st, 2021, in
the Amazon State, reached the mark of 447,386, around 6.27% higher than recorded in

Table 1 Nations with the largest cumulative CO2 emissions from 1850 to 2021.

Countries Fossil & cement Total land & forests Total

1st USA 420 Gt (82.5%) 89 Gt (17.5%) 509 Gt

2nd China 242 Gt (85%) 43 Gt (15%) 285 Gt

3rd Russia 117 Gt (68%) 55 Gt (32%) 172 Gt

4th Brazil 16 Gt (14% 97 Gt (86%) 113 Gt

5th Indonesia 15 Gt (15%) 88 Gt (85%) 103 Gt

Total 810 Gt 372 Gt 1,182 Gt
Note:

Source: Evans (2021).
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2020, most (44.6%) allocated in Service, followed by industry (25.6%), trade (23.8%),
agriculture (8.4%), and construction (5.2%).

In addition, among the 62 Amazon State cities, most (408,972; 91.4%) formal jobs were
concentrated in Manaus, followed by the cities Itacoatiara (4,822; 1.07%), Presidente
Figueiredo (3,408; 0.76%), and Manacapuru (3,218; 0.71%) (SEDECTI, 2022b p. 8–9).

Manaus’ population growth and job concentration are due to the Amazon Rubber
Boom (Bradford Burns, 1965; Resor, 1977) and later to its free import/export area with
special fiscal incentives, a model called the Manaus Free Economic Zone, now known as
Manaus Industrial Park, composed of 600 industrial companies that recorded an annual
revenue growth of 28.84% between 2021 and 2020 (Fig. 2), increasing from US$ 22.8 bi in
2020 to US$ 29.4 bi in 2021 (Suframa, 2022b).

The main Manaus Industry Park sectors, in terms of annual revenue growth (Fig. 3) in
2021, are IT goods, electro-electronics, two-wheel pole, chemistry, and thermoplastics,
with a total of US$ 23 bi, representing 78.4% of all sectors annual revenue.

The Manaus Industry Park’s five lines of products with the greatest prominence in 2021
are:

(1) LCD screen TV with 10,347,458 units; (2) cell phones (14,451,800); (3) motorcycle,
motor net, and mopeds (1,215,775); (4) mounted printed circuit board for computer use
(182,481,598); (5) split system air conditioner (5,883,771), of which the annual revenue is
shown on Table 3.

The city has grown rapidly in the last 60 years, driven by Manaus Industry Park, but
unplanned urban expansion has caused several issues, including low garbage collection
and recycling, polluted streams (Informe Manaus, 2022), poor sanitation (Instituto Trata
Brasil, 2022), poverty, criminal violence, and CO2 emissions, with climate change
worsening inequality, as described below:

Table 2 Evolution of the Brazilian capitals’ population growth (%)—compared to 2010.

Capitals 2010
1872

2010
1890

2010
1900

2010
1920

2010
1940

2010
1950

2010
1960

2010
1970

2010
1980

2010
1991

2010
2000

1. Palmas . . . . . . . . 6,844 841 67

2. Boa Vista . . . . . 1,548 986 667 308 99 42

3. Macapá . . . . . 1,834 749 354 183 122 41

4. RBR . . . 1,586 1,995 1,090 602 296 180 71 33

5. Manaus 6,043 4,554 3,483 2,280 1,594 1,191 928 474 180 78 28

6. PVH . . . . . 1,473 739 382 210 50 28

7. Brasília . . . . . . 1,713 371 114 61 26

8. Aracajú 5,875 3,396 2,603 1,426 868 629 394 206 91 42 24

Average → 5,519 3,975 3,284 1,569 1,029 840 521 244 357 74 20

Median → 3,107 2,927 2,461 1,412 923 679 394 211 109 41 17

– – – – – – – – – – – –

27. POA 3,103 2,589 1,813 686 418 258 120 56 22 12 4
Note:

Source: Author based on IBGE (2011b).
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(a) From 2000 to 2019, Manaus emitted at least 115,378,658 tons of CO2, an increase of
127.43%, most (90.2%) from energy generation, followed by land and forest use (9.8%) and
waste (0.04%). For Shrivastava et al. (2019) Manaus is the Amazon’s main anthropogenic
aerosol source during the wet season.

Figure 2 Manaus industry park annual revenue from 2017 until 2021.
Full-size DOI: 10.7717/peerj-cs.1694/fig-2

Figure 3 Manaus industry pole main sectors annual revenue in 2021.
Full-size DOI: 10.7717/peerj-cs.1694/fig-3
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(b) Climate change can create vulnerabilities and lead to increased precipitation, heat
(Geirinhas et al., 2017), pandemic and epidemic risks (SBMT, 2021; Mourão et al., 2015),
shortages, higher prices, poor air quality, and extreme weather events like storms,
droughts, and river floods (G1 AM, 2021; Espinoza et al., 2022).

These events harm everyone, increasing vector-borne diseases, water pollution, and
food instability. According to Filho et al. (2021), these vulnerabilities, mediated by racism,
poverty, geographic and cultural contexts, differ by race and ethnicity, exacerbating gender
inequalities. Indigenous and black people from Manaus have the lowest water availability.
There is also an unequal proportion between genders, with worse indicators for women.

(c) Poverty: in 2019, 47.4% of the population lived in poverty in the Amazonas State, a
percentage higher than the rest of the region and higher than the rest of the country
(Amazônia Legal em Dados, 2020).

The Manaus Municipal Human Development Index is 0.737, the 23rd lowest of the 27
capitals (Atlas do Desenvolvimento Humano no Brasil, 2020), while having the sixth
highest GDP in Brazil in 2019 (IBGE, 2021c, p. 3).

Despite its wealth, Manaus concentrates 20% of the Amazon state’s population living in
extreme poverty (UFAM, 2019), with 360,596 (41.29%) households (from a total of
873,410), allocated in subnormal agglomerations (invasions, slums, stilt houses,
inadequate housing constructions) (IBGE, 2022).

(d) High degree of violence: Manaus was the second most violent city in Brazil in 2021
with 1,060 homicides, up 55% (685), 26% (839), and 19% (892) from 2020, 2019, and 2018
(SENASP, 2022). Manaus was also one of the 50 most dangerous cities in 2022, according
to Consejo Ciudadano para la Seguridad Pública y la Justicia Penal (2022).

Human settlement and terms developed to face urban challenges
Since time immemorial, human beings have had to act collectively to overcome the
difficulties inherent to their survival, establishing different types of coexistence and
settlements, evolving according to political, technological, climatic, and population
changes.

Historically, since our ancestors came from caves and/or forests, we live in families, and
as the settlement population grows, families can become clans, tribes, villages, towns, cities,
and cities can be transformed into urban agglomerations in several different ways (UN,
2019a), depending on each country or regional policies.

Table 3 The five main products of Manaus Industry Park in 2021.

Products Production (Units) Revenue (US$)

1st Screen LCD TV 10,347,458 4,273,228,503

2nd Cell phone 14,451,800 2,849,794,676

3rd Motorcycle, motornet and moped 1,215,775 2,805,603,992

4th Mounted printed circuit board for computer use 182,481,598 2,290,256,395

5th Split system air conditioner 5,883,771 1,616,259,255
Note:

Source: Suframa (2022b p. 11).
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Human settlement is a place where people live, assuming many forms, it can be
permanent or temporary, rural, urban, mobile, or sedentary, disseminated, or
agglomerated (Živković, 2019). According to OCDE (2001), it is an integrated concept that
comprises: (a) physical components of infrastructure and shelter; and (b) services in which
the physical elements provide support to the community such as culture, education, health,
recreation, nutrition, and welfare.

In terms of urban cities, the last World Urbanization Prospects 2018 (UN, 2019b)
revealed that:

(a) Globally, more people live in urban areas than in rural areas, with 55% of the planet’s
population living there in 2018, and by 2050, this percentage could be up to 68%.

(b) By 2030, the world is projected to have 43 megacities (10 m people), most in
developing regions.

(c) as the world continues to urbanize, sustainable development depends increasingly
on the urban growth’s successful management.

(d) To ensure that the benefits are shared, policies to manage urban growth need to
ensure access to infrastructure and social service for all.

As the urban population is increasing over time, at an unprecedented rate, generating
many problems, it has received the attention of authors from different backgrounds
concerned with urban city planning, such as the journalist, editor, and writer Charles
Mulford Robinson (1869–1917), known as a leader in the city planning movement in the
USA, and his ability and collections supported the City Beautiful Movement in the USA
(Yalzadeh & Blumberg, 2019), and raised public interest in the early 1900s on topics related
to visual aspects of cities, civic beauty, control of its utilities (overhead wires), care and
planting trees, etc. (Shillaber, 1967).

Another author is the landscape architect and editor, Frederick Law Olmsted (1822–
1903). He was known as the founder of American landscape architecture, an active author
on city planning (Library of Congress, n.d), with a belief that everyone should be able to
visit and enjoy parks (Clinton, 2022), and probably the first to mention the term
“Intelligent City” when asking and answering the question “How are we to further the
progress of Intelligent City Planning?” (De Forest et al., 1912, p. 370).

Another pioneering author is the biologist, sociologist, and town planner Patrick
Geddes (1854–1932), which the classical book “Cities in Evolution” contributed to Urban
Planning, Environment, and Citizenship, raising reflections (Geddes, 1915) on:

(R1) General urban trends in a period marked by ugly, unsanitary cities with a waste of
resources.

(R2) City planning, it should be taken seriously with the active participation of
residents.

(R3) History, for each city, there is a need for a systematic survey of its development and
origins, its history and its present, which requires not merely information on material
buildings, but also the city’s life and its institutions.

(R4) The importance of the effective use of an interdisciplinary scientific approach to
identify and solve city problems, survey them individually, and compare it with others.
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(R5) The importance to see a city as an organism, not as a mechanical system,
demanding citizens understand their city’s history, as well as be protagonists through a
regional and civic survey during the city planning process (Geddes & Stalley, 1972; Garau,
Zamperlin & Balletto, 2016).

Many authors also provided contributions such as Doxiadis (1963), Davis (1965),
Hunter (1966), Johnson (1979), Mulliner (1979), Oleg (1982), Lipman, Sugarman &
Cushman (1986), Kodama (1987), Gilb, Tarr & Dupuy (1989), Gibson, Kozmetsky & Smilor
(1992), Heng & Low (1993), Carter (2004),Musterd (2004), Husieva, Kucheriava & Suptelo
(2017), Ohno (2008), Shin (2009), Bibri & Krogstie (2017), Peris-Ortiz, Bennett & Pérez-
Bustamante Yábar (2017), Al-Turjman (2019), Janik, Ryszko & Szafraniec (2020),
Shirowzhan & Zhang (2020), etc.

As a result, hundreds of scientific articles, books, book chapters, conference articles, etc.
have been published since 1900, with several terms developed to face different urban
challenges, such as: Ecumenopolis, Dynapolis, Digital or Virtual City, Global or World
City, Intelligent City, Low Carbon, Netzero/Net0 City, Knowledge City, Networked City,
SC, Eco, Green or Sustainable City, Technopolis, Ubiquitous or U-City, as shown in
Table 4.

After a bibliometric study (Gomes da Silva, 2022b), realized between 19th July 2022 and
25th August 2022, in five scientific databases, using terms and queries listed in Table 4, it
was found (Fig. 4) that, among 19 terms related to urban city issues published between
1900 and 2021, SC received the highest number of publications (Lens = 29,725;
Dimensions = 28,973; Engineering Village = 10,406; Web of Science = 8,564; and Science
Direct = 2,494).

The next terms are Eco, Green, or Sustainable City (Lens = 7,965; Dimensions = 6,567;
Engineering Village = 1,069; Web of Science = 1,618; and Science Direct = 1,199), followed
by Global or World City (Lens = 7,820; Dimensions = 6,070; Engineering Village = 314;
Web of Science = 1,319; and Science Direct = 544), and Digital or Virtual City (Lens =
2,308; Dimensions = 1,580; Engineering Village = 956; Web of Science = 823; and Science
Direct = 123).

These findings suggest that SC is a topic of significant interest in urban city research,
which is not surprising given the increasing adoption of technology and data-driven
approaches to urban management. In addition, the prominence of Eco, Green, Sustainable,
Global or World City also suggests a growing focus on sustainable development and
globalization in urban research.

Publications from cities in evolution to SC
The first consistent publications on Intelligent Cities or SC, as part of public and private
investments to improve urban areas, took more than six decades since De Forest et al.
(1912) discussed issues related to City Planning and Housing.

Additionally, Geddes (1915, p. 198), in his classical book, dedicated one chapter to
comparing the German town planning and organizational approach against the style of
Great Britain. He used the organization of the state railways as an example, emphasizing
how the German system (information, reservations, maps, tables, rates, and structure) was
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organized in an intelligent way that facilitated public cooperation and the economy of time
and labor.

According to a literature analysis, the term Intelligent City has been used alongside
others since the 1980s, whereas SC has garnered popularity in the last 22 years. The initial
publications describe US, Japanese, and HK experiences, with emphasis on Singapore, in
the following order:

Bloom & Asano (1981, p. 3, 5, 15) and Edginton (1989) examined formal Japanese
Government National Policies, Strategies, Programs, and endeavors to revitalize the
national economy through urban programs that emphasize innovation and technological
development infrastructure. Examples include Tsukuba Science City (since 1963) and
Kansai Science City (since 1978) to improve national public R&D, followed by the
Technopolis Program (early 80s) to increase research and high-tech production in rural
areas, Teletopia (since 1985) to introduce new computer-based information system in
rural towns, and the Intelligent City (since 1986) to promote optic fiber and intelligent
building principles in urban redevelopment, etc. Although Edginton (1989) noted several
program challenges and a lack of cooperation between national and local governments, it
was considered that a mechanism exists to support the Japanese Fourth National
Comprehensive Development Plan.

Lipman, Sugarman & Cushman (1986) wrote the book “Teleports and the Intelligent
City” about Teleports, satellite telecommunication center that switch data, video, and
voice, utilizing steerable and frequency-agile satellite antennas. To the authors, Teleports
could serve as a hub of the Intelligent City, combining information and communication
technologies (ICT) with other elements to create a multidimensional “Intelligent” real

Table 4 Terms applied to find articles, news, books, book’s chapter, and conference.

Terms in title or abstract Main queries used

Ecumenopolis “Ecumenopolis”

Dynapolis “Dynapolis”

Digital or Virtual City “Digital City” OR “Virtual City”

Global City or World City “Global City” OR “World City”

Intelligent City “Intelligent City”

Low Carbon or Netzero or
Net0 City

“Low Carbon City” OR “Netzero City” OR “Net0 City”

Knowledge City “Knowledge City”

Networked City “Networked City”

Smart City “Smart City” NOT “Smart Residence” NOT “South Broward” NOT “Street Smart!” NOT “Smart City Car” NOT “MU
D on a Street Car” NOT “Smart city coupe” NOT “IVY Brand Smart City Ddsy Hes Medidor de Sistema para
Francês”

Eco or Green or Sustainable
City

“Eco City” OR “Green City” OR “Sustainable City” NOT “Impounded-Storage Requirements” NOT “Halal Tourism”

Technopolis “Technopolis”

Ubiquitous City or U-City “Ubiquitous City” OR “U-City” NOT “University City” NOT “U City Public Company” NOT “u. City of New York”
NOT “Gif u city” NOT “Cities of Culture”
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estate community that can access satellites and provide solutions like Smart Buildings,
Smart Parks, teleconferencing, facsimile transmission, etc.

It was an American real estate economic development investment, implemented in the
early 80s, along with a distribution of fiber optic networks, with projects such as Atlanta
Teleport (Douglasville), The Kansas City Teleport (Kansas), Staten Island Teleport (NY
Port), The Bay Area Teleport (Harbor Bay Isle Business Park/California), Central Florida
Teleport (Ocala Airport Commerce Center/Florida), Pacific International Teleport (Los
Angeles) etc.

Kodama (1987) published an article in Japanese, titled in English “Information Systems
in the aging society—some problems in Intelligent City”. A new expression, “Intelligent
building” or “Intelligent City” in Japanese was proposed concerning the hardware side, and
the author rethought the impact of IT on everyday living, especially for elders.

Concerned with the sophisticated information society in Japan, Akihiko & Osamu
(1990) addressed intelligent building systems recommended by Japanese NTT and the
future of those building systems in the Integrated Service Digital Network age.

Batty (1990) in an editorial article, explored the rise of information networks in urban
cities, the network or informational city, the different approaches to developing national

Figure 4 No. of publications related to urban city terms in five scientific platforms (1900–2021).
Full-size DOI: 10.7717/peerj-cs.1694/fig-4
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telecommunications, and IT policies in two countries (Singapore and HK), and the need
for further discussion about the development of the intelligent city through information
infrastructures.

Cheung (1991) focused on the relationship between the Japanese government’s
promotion of regional information development policies (Teletopia, New media
community, Greentopia, Intelligent city, etc), and the Fourth Comprehensive National
Development Plan (1989–2000), with possible impacts on the National Land System.

Gibson, Kozmetsky & Smilor (1992) were probably the first to publish a book “The
Technopolis Phenomenon—Smart Cities, Fast System Global Network” which mentions
on the term “Smart Cities” with 216 pages focusing on Technopolis, a term widely used in
Japan since the early 1980s (Yazawa, 1990), when the Ministry of International Trade and
Industry (MITI) started to formulate a 10-year vision to develop industries and regions by
using Technopolis as a strategy. The authors saw technology as a tool for political,
economic, and social change. Although the book is not about SC, it discusses global smart
infrastructure, smart office buildings in the US, Japan, Germany, and the UK, technology
breakthroughs and human resources to accelerate high-technology development,
information technologies, telecommunications, computer-based networks, and the
Internet, which are the foundation of SC Development.

Jussawalla, Heng & Low (1992) discuss actions that are making Singapore an Intelligent
City-State, such as telecommunications investments, the rise of the IT sector, which has
created an infrastructure for global services, and the impact of multinational corporations
on the new division of labor, which formed human resources skills. Heng & Low (1993)
argue that government strategies and companies made Singapore an Intelligent City.

To Julian (1995), SC involves several types of projects to create high-tech islands by
concentrating communication resources within a region, city, or district, providing the
development of applications and communication technologies. Because it operates within
present technologies, SC can serve as a model for the future communications environment.

Tan (1998), Mahizhnan (1999), and the Singapore Government (2015) address how
Singapore is becoming a SC, through policies, plans, programs, projects, investments in
people, infrastructure, and smart technologies that have been implemented on the island
since 1963.

P5 model with enablers that are contributing to the popularization of
SC
A bibliometric study using the queries shown in Table 4 in five scientific platforms to
identify the total number of publications (journal articles, books, book chapters, and
conference articles) from 1992 to 2021 found (Fig. 5) that the term SC has gained
popularity in the academic community since 2009, increasing from 12 publications in 2009
to 6,222 publications in 2021, only considering publications on the platform Lens.org.

The SC term has benefited from investments developed by other urban city experiences,
especially in ICT infrastructure, products, and services, and it gained continuous
popularity not only in the academy, but also among police makers, companies, and
investors due to enablers explained ahead.
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In addition, some facts also listed in Fig. 5 and Appendix 4 are part of enablers that
facilitate the spreading of SC initiatives around the world, with examples taken from the
most active regions such as the USA, EU, Japan, China, South Korea, and Singapore.

In short, leadership, long-term vision, national and/or local policies, strategies,
programs, projects, budgets, funds to support SC, improvement of ICT infrastructure,
technological innovations (4G/5G, Smart phones, Cloud, etc), dissemination of best
practices, national and international events, innovation ecosystem, technology, alliances,
transparency, and business result such as increased access to the Internet, devices, and IT
services, are among the enablers that are contributing for spreading SC initiatives around
the world.

As an example, Fig. 5 shows that SC publications increased after Telia Company (2009)
launched 4G in Sweden and Norway in 2009 and IBM launched the Smarter City
Campaign in the US. The National U-City Plan 1 in South Korea, with an R&D fund of
1,017 billion won (752 billion from the government and 265 billion from the private
sector) was launched shortly after.

However, when authors discuss SC enablers, most focus on technical issues related to
ICT (Puron-Cid & Gil-Garcia, 2022; Czupich, 2019; Lučić, Weber & Lovrek, 2016; El et al.,

Figure 5 Facts and number of publications related to Smart City in five scientific platforms. Full-size DOI: 10.7717/peerj-cs.1694/fig-5
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2016), or technologies like IoT (Shah &Mishra, 2016; Santos et al., 2018; Evertzen, Effing &
Constantinides, 2019; Peneti et al., 2021a, 2021b), 4G or 5G (Lynggaard & Skouby, 2015;
Loghin et al., 2020), Big Data (Vuppalapati et al., 2017; Bergamini et al., 2018), Cloud (Tei
& Gurgen, 2014), AI (Nikitas et al., 2020; Soomro et al., 2018; Bhushan et al., 2022),
Blockchain (Hakiri & Gokhale, 2021; Kim et al., 2022), and so on.

While ICT infrastructure and technologies are relevant to facilitate the implementation
of SC initiatives, a strategic perspective that places citizens at the center must be
considered. A more holistic classification could be composed by a P5 model, as shown in
Fig. 6, in which enablers are managed by the following stakeholders: public organizations,
protagonist people (CE KIT), and private organizations & partners.

The P5 model was created based on the review of the aforementioned articles, and based
on:

(a) Other articles (Boniotti, 2021; Jiang, Geertman & Witte, 2022; Fernandez-Anez,
Fernández-Güell & Giffinger, 2018; Chourabi et al., 2012; Kogan & Lee, 2014; Fernandez-
Anez, 2016; Ferrer, 2017; Azevedo Guedes et al., 2018; Mahizhnan, 1999; Kristiningrum &
Kusumo, 2021).

(b) Official portals and documents from Governments (BIS, 2013; China Daily, 2013;
Ville de Montréal, 2015; Singapore Government, 2015; TaiwanMinistry of Digital Affairs, n.
d.; South Korea Government Ministry of Land, Infrastructure and Transport, 2020; UK-
Asean Business Council, 2021 p. 159; Japan Cabinet Office, MIC, MLIT and Smart City
Public-Private Partnership Platform Secretariat, 2021; Seoul Metropolitan Government,
2022; Van Coung, 2022).

(c) other types of organizations (IESE Business School, 2022; Open North, 2018; ITU,
2019; Yukiko, 2021; Eden Strategy Institute, 2021; IMD SC Observatory and SUTD, 2022;
Fira Barcelona, 2022; WBG, 2018) that deals with SC issues.

Figure 6’s content is not exhaustive nor are the enablers exclusive to each stakeholder.
It's basically a way to properly classify the enablers that are helping SC initiatives gain
popularity.

Enablers are drivers that contribute to generating a shared vision, trust, motivation,
teamwork, collective participation, fact-based decisions, standards, correct attitudes, prizes
(awards), alliances, technical and financial support, scientific approaches, and
multidisciplinary solutions to address the city’s most pressing problems and challenges.

For example, the public organizations enablers are leadership, development of a long-
term vision and principles to inspire all city stakeholders, as well as diagnostics, priority
areas, goals, policies, programs, roadmaps, projects, budgets, incentives, ICT
infrastructure, transparency, legal frameworks, innovation ecosystem, education &
training, alliances, etc.

According to the Eden Strategy Institute (2021), based on the public organization
enablers mentioned in Fig. 5 (they refer as factors), an extensive study involving 235 cities
around the world revealed that the top ten SC Governments for 2020/2021 are Singapore,
Seoul, London, Barcelona, Helsinki, New York, Montreal, Shanghai, Vietnam, and
Amsterdam.

da Silva (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1694 19/59

http://dx.doi.org/10.7717/peerj-cs.1694
https://peerj.com/computer-science/


In the other ranking, when the perceptions of the population of 118 cities are taken into
consideration on issues related to technology applications and infrastructure available to
them, the ten best SC are Singapore, Zurich, Oslo, Taipei, Lausanne, Helsinki,
Copenhagen, Geneva, Auckland, and Bilbao (IMD SC Observatory and SUTD, 2022).

When the enablers “Best Practices, Annual Events, and Awards” are considered, the SC
Expo Congress is a good reference. To have an idea of the event’s impact, in 2022, it
attracted 28,621 online attendees, 20,402 in-person attendees, 853 exhibitors, and more
than 400 speakers from 134 countries. Furthermore, for the World SC Award referees, the
best SC in 2022 are Seoul, Kyiv, Bogota, Curitiba, Sydney, and Toronto (Fira Barcelona,
2022).

The recognition of the best countries and/or cities is the result of a long-term
investment, involving collaboration among public, private, and NPOs, as shown in Fig. 5
and Appendix 4. At the center of the P5 model is the protagonist people to make citizens
active actors in the management of a SC, by using the CE KIT, whose model,
methodologies, and approaches to engage citizens are explained in “Proposed
Participatory SC Model (CE KIT)”.

Figure 6 P5 model with enablers that are contributing to the popularization of Smart Cities. Full-size DOI: 10.7717/peerj-cs.1694/fig-6
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SC definitions
A bibliometric study using the Lens.org platform and the query “Smart City Definition” to
find publications (books, book chapters, conference proceeding articles, journal articles,
and conference proceedings) with titles and abstracts containing this phrase, revealed 63
publications with the following profile (Gomes da Silva, 2022c):

Publication types: most articles (29; 46%) are published in journals, followed by 18 book
chapters (28.6%), 12 conference proceeding articles (19%), and four books (6%).

Main authors: Renata Paola Dameri has the most publications, with one article and
three book chapters, followed by Felipe Moura and Joo de Abreu e Silva, each with three
book chapters.

Highest citations: Albino, Berardi & Dangelico (2015) received 1,816 citations, Dameri
(2013) received 339 citations, Lai et al. (2020) received 94 citations, andNikitas et al. (2020)
received 86 citations.

Fields of study: the ten main fields classified by the Lens.org platform include SC
(54), followed by business (22), sustainability (17), computer science (15), corporate
governance (12), architectural engineering (12), urban planning (11), governance (10),
and engineering (10). Notably, fields such as citizen engagement (2), open data (2),
information technology (2), transparency (2), quality of life (2), circular economy (1), big
data (1), creativity (1), are among the least mentioned.

Among the publications, the following considerations are notable:
Dameri (2013) claims that SC is a bottom-up phenomena and that citizens should be the

most essential topics in its definition, yet they are often ignored. The author also defined a
SC after a literature analysis and considering four key aspects: terminology, components,
boundaries, and scope:

A well-defined geographical area, in which high technologies such as ICT, logistics, energy
production, and so on, cooperate to create benefits for citizens in terms of well-being,
inclusion and participation, environmental quality, and intelligent development; it is
governed by a well-defined pool of subjects, able to state the rules and policy for the city
government and development.

Russo, Rindone & Panuccio (2014) presented the evolution of five definitions and argued
that a SC should include people to ensure residents and stakeholders participation. They
also noted that a top-down strategy encourages cooperation, whereas a bottom-up one
allows more direct participation.

To learn about theoretical and practical cases involving top-down and/or down-up
approaches, it is recommended to read Capra (2014), Ville de Montréal (2015) and Leu
et al. (2021) with successful cases reported in Amsterdam, Montreal, and Taipei.

Albino, Berardi & Dangelico (2015) also presented the evolution of the SC definition,
analyzing 23 definitions, and argued that the SC concept is no longer limited to the
diffusion of ICT, but it looks at people and community needs.

Although the authors did not propose a definition, they pointed out that the term is
missing people, and they believe that people should be the protagonist of a SC, shaping it
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with continuous interaction. They reflected on creativity, education, training, learning,
culture/arts, and viewed SC as magnets for creative people, creating a virtuous circle
making them smarter.

Fernandez-Anez (2016) and the International Telecommunication Union (ITU, 2014)
established two methodologies to define a comprehensive SC and Smart Sustainable City,
respectively. Both can help people build an interdisciplinary and scientific approach to
learn from others and develop a better definition for their city, as mentioned below.

In the first case, Fernandez-Anez (2016) used a methodology with three phases, followed
by a literature review, text analysis tagging technics, and descriptive statistics to identify 32
different SC definitions, as well as 404 terms, classifying them by:

(a) Four stakeholder types (seven universities, eight companies, five governmental
institutions, and eight local governments working with SC) by using the knowledge-based
helix model.

(b) Six SC characteristics developed by Giffinger et al. (2007) and European Smart Cities
(2008): Smart Economy, Smart Environment, Smart Governance, Smart Living, Smart
Mobility, and Smart People.

(c) SC main goals: efficiency, sustainability, and quality of life (QoL).
(d) Technological approach composed of ICT, connection, technology, tool,

information.
(e) Others composed by city, data, innovation, equity, stakeholders, etc.
The author’s analysis revealed differences in how stakeholders define “Smart City” in

their work:
Academia emphasized people, governance, ICT, connection, and environment.
Government institutions focused on governance, environment, people, ICT, and

sustainability.
Local government highlighted people, governance, economy, environment, technology,

and innovation.
Private organizations used a balanced approach covering connection, city, governance,

efficiency, environment, living, economy, innovation, technology, sustainability, people,
and QoL.

Across all stakeholders, people and governance were most mentioned, followed by
environment.

As a result, Fernandez-Anez (2016) proposed the following definition of a SC:

A system that enhances human and social capital wisely using and interacting with natural
and economic resources via technology-based solutions and innovation to address public
issues and efficiently achieve sustainable development and high quality of life based on a
multi-stakeholder, municipally based partnership.

Another conclusion focuses on adopting a citizen-centric approach. Specifically, the
author recommends increasing awareness and participation among civil society and
individual citizens. Opportunities should be created for residents to share their
perspectives and visions, which can then be incorporated into SC development.
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Now the second case is presented: an analysis developed by a partner of The United for
Smart Sustainable Cities (U4SSC), the International Telecommunication Union (ITU,
2014). The analysis was based on 116 definitions of Smart Sustainable Cities found in
different sources. Using keyword analysis and grouping, the ITU identified 30 key terms to
be included in the standard. These key terms were classified into eight key groups and six
categories, as shown in Table 5.

At the final, they proposed the following Smart and Sustainable City definition:

An innovative city that uses information and communication technologies (ICTs) and
other means to improve quality of life, the efficiency of urban operations and services, and
competitiveness, while ensuring that it meets the needs of present and future generations
concerning economic, social, and environmental aspects.

In addition, it is important to note that a definition is a statement expressing the
essential nature of something (Merriam-Webster, 2022) and that a good definition should
be simple and clear to concisely explain something. Taking this into consideration, a good
example was developed by Smart Cities Council (2015), as part of a complete planning
manual that is helping practitioners create a SC Vision and action plan. For them a SC is:

A city that uses ICT to enhance its livability, workability, and sustainability.

According to the Smart Cities Council (2015), a SC first acquires data about itself using
sensors, devices, and systems. Data is sent over wired or wireless networks. The data is then
analyzed to identify present and future events.

This is an interesting definition that is straightforward, concise, and well-explained.
Based on the above, it is recommended that before starting on any SC journey, decision

makers should study several definitions and select the most suitable for their reality. And
the selected definition should then be used to guide the development of the desired type of
SC (vision), followed by strategy, program, master plan, roadmap, framework, projects,
budget etc. For this reason, “Profile of Benchmark SC” focuses on the definitions and
visions developed by the best SC worldwide.

Table 5 Results of the ITU (2014) smart sustainable definitions analysis.

Key groups Key categories based on KI

G1: ICT, Communication, Intelligence, Information C1: Smart living

G2: Infrastructure and services C2: Smart people

G3: Environment, Sustainable C3: Smart environment, Sustainability

G4: People, Citizens, Society C4: Smart governance

G5: Quality of life, Lifestyle C5: Smart mobility

G6: Governance, Management, Administration C6: Smart economy

G7: Economy, Resource

G8: Mobility
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Profile of benchmark SC
Based on the five specialized reports that evaluated more than 200 cities worldwide and the
criteria explained in Phase 4 of the Survey Methodology, it was possible to identify valuable
information from the best 25 Benchmark SC listed in Appendix 5, as well as develop the
CE KIT Model described in “Proposed Participatory SC Model (CE KIT)”.

Their profile is described as follows:
(First) Benchmark SC.
The twenty-five best SC are (1st) Amsterdam (X = 7.6; S = 6.5), (2nd) Singapore (X = 8.6;

S = 10.26), (3rd) New York (X = 8.8; 6.26), (4th) London (X = 8.8; S = 8.93), (5th) Helsinki
(X = 10.5; S = 6.86), (6th) Seoul (X = 10.8; S = 8.35), (7th) Copenhagen (X = 12.2; S = 13.18),
(8th) Oslo (X = 13.0; S = 12.49), (9th) Vienna (X = 16.5; S = 9.98), (10th) Washington (X =
16.67; S = 15.95), (11th) Zurich (X = 18.0; S = 18.71); (12th) Berlin (X = 19.4; S = 18.96),
(13th) Sydney (X = 21.4; S = 11.04), (14th) Taipei (X = 21.5; S = 13.23), (15th) Barcelona (X
= 21.6; S = 23.35), (16th) Toronto (X = 22.67; S = 12.58), (17th) Paris (X = 23.5; S = 25.96),
(18th) Madrid (X = 24.0; S = 8.12), (19th) Busan (X = 24.33; S = 16.26), (20th) Dublin (X =
25.5; S = 16.36), (21st) Melbourne (X = 25.7; S = 10.69), (22nd) Los Angeles (X = 27.7; S =
10.86), (23rd) San Francisco (X = 27.5; S = 21.92), (24th) Hong Kong (X = 28.0; S = 12.12),
(25th) Montreal (X = 30.0; S = 20.22).

(Second) Continental highlights.
In terms of continent, although SC are a global phenomenon with several regions

exploring new solutions to tackle urban challenges, most benchmark SC are in Europe (12;
48%), a region that is considered a leader in SC investment and development, followed by
North America (6; 24%), Asia (5; 20%) and Oceania (2; 8%).

(Third) Adoption of formal documents to manage SC initiatives.
Most (84%) cities have developed a formal document such as a program, master plan,

strategy, blueprint, program, project, initiative, or project, while in only 16% of the cases
(Copenhagen, Oslo, Toronto, and Melbourne), it was not possible to identify such
documents.

These documents are essential for the effective governance and administration of the SC
initiatives, and in a desirable format, they should include the definition of a SC, the vision,
goals, means, projects, etc.

The pioneer cities in implementing formal documents include Amsterdam (Amsterdam
SC Program, since 2009), Seoul (Smart Seoul 2015, since 2011), Vienna (The Big SC Wien
Initiative, since 2011), Barcelona (SC Strategy, since 2011), Helsinki (Helsinki Smart
Region, probably from 2012), London (Smarter London Plan, since 2013), Singapore
(Singapore Smart Nation, since 2014), and Montreal (Montreal Smart and Digital City
Strategy, since 2014). The early adoption of SC technologies and approaches to engage
citizens by those pioneer cities has had a significant impact on the development of the SC
movement around the globe, contributing to paving the way for a more efficient and
sustainable urban life.
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In contrast, the latest cities are Los Angeles (SmartLA 2028, since 2020), Sydney (SC
Strategy Framework, since 2020), HK (HK SC Blueprint 1.0, since 2018), and Zurich
(Strategic SC Zurich, since 2018).

(Fourth) Who led the SC initiative in the region.
It was found that in most cases (19; 76%), the initial leadership and investment for SC

initiatives came from the local government partnering with the private sector, or vice versa.
This highlights that collaboration between city officials and private companies is critical for
implementing SC projects. Such partnerships provide important benefits like expertise,
resources, accelerated innovation and investment, shared risks, and meeting the needs of
inhabitants and businesses.

The Amsterdam SC Program pioneered this model in 2009 through a partnership
between the Municipality of Amsterdam, grid operator Liander, and the Amsterdam
Innovation Motor (AIM). These key stakeholders collaborated to launch projects focused
on energy efficiency (Capra, 2014, p. 40).

It is worth mentioning the importance of organized civic society, since Marleen Stikker
founded the Digital City on 15th January of 1994, the first virtual community with free
public access to the internet in Amsterdam. The foundation of Waag Future Lab was
important to reinforce the critical reflection on technology and encourage social
innovation in the city.

In terms of private contributions, IBM has excelled among private companies that
support SC initiatives. Its SC Challenge has supported districts and local governments to
join or reinforce the SC journey over time. For instance, IBM supported the Helsinki
Region Infoshare Program in 2010, the Juron Lake District in Singapore in 2011,
Copenhagen and Taipei in 2013, Dublin in 2014, the Madrid Intelligence Project (MiNT)
in 2015, Amsterdam and Melbourne in 2015, and Busan in 2017.

Furthermore, cities influenced by National Government leadership represent 20% of the
cases such as Singapore, Washington, Taipei, Toronto, and San Francisco.

Only in Melbourne and Oslo, it was not found a formal plan, strategy, or roadmap
dedicated to implementing a SC, as part of the City Hall initiative. However, this site
<https://nscn.eu/Oslo> informs that Oslo City is implementing a wide range of SC
projects, but it does not show any documentation to support it.

Concerning the City of Melbourne (2015), the city won the IBM SC Challenge, and in
2021, they launched the Economic Development Strategy 2031, and one of the key
priorities for the city growth is Digitally Connected City (City of Melbourne, 2021a p. 30–
31), with three actions related to investment in digital infrastructure, open data platform,
libraries, etc. In the same year, the Community Engagement Policy and Melbourne
Neighborhoods Planning Framework were approved, and they are unique documents to
stimulate citizens’ participation.

(Fifth) Declaration of SC’s Definition.
Eighteen cities (72%) have declared at least one definition of SC in their documents or

digital platforms, five (20%) did not, while two (Seoul and Busan) likely adopt definitions
from South Korea’s advanced national policies and platforms that support SC.
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The findings reinforce that a SC definition should be clear, precise, relevant, and
publicly accessible. It would be counterproductive for city leaders tasked with SC
implementation to proceed without first aligning on the meaning through stakeholder
debates. Discussing and proclaiming an official definition helps stakeholders to develop
and better comprehend the Vision, provide support, set expectations, and educate the
public.

(Sixth) Declaration of SC’s Vision.
The vision answers the question “What kind of city do we aspire to be in the future?”,

and local managers should design and declare a sound vision for the public because it
shows the desirable city, sets the direction, sets goals for the city’s development, and
provides a roadmap for the future.

A sound vision may motivate and mobilize the stakeholders (including citizens), and
focus efforts and resources over time. Declaring a sound vision towards a SC contributes to
attracting investment and partnerships from the private and other sectors.

When the 25-benchmark SC’s visions were investigated (Appendix 5), 23 (92%) have
declared it at least once, which may vary based on the program’s deadline or the city’s new
leadership. Using almost the same procedure as Fernandez-Anez (2016), various desired
cities, goals, and means were found (Fig. 7).

Regarding desired city type, the most used terms were Connected (13 mentions), Digital
(12), Smart (10), and Sustainable (5), followed by Open (5), Platform (4), Urban or Living
Lab (4).

One reason cities like London, Oslo, Washington, and Zurich, aspire to become
Connected Cities is that cities are complex, interconnected systems rather than isolated
entities.

One reason cities like Singapore, NY, Seoul, LA, and Montreal envision themselves as
Digital Cities or Platforms for digital transformation is the rapid advancement of
technologies like IoT, AI, 5G, big data, and digital twins. These technologies allow cities to
collect and analyze huge amounts of real-time data to inform decision-making and
improve city management.

One reason cities like Berlin, Paris, Madrid, Helsinki, and Copenhagen envision
becoming Sustainable or Carbon Neutral Cities is to address environmental challenges
sustainably and enhance resilience, working toward decarbonizing their economies.

Some of the reasons cities such as Amsterdam, Oslo, or Dublin seek to become Open
Cities include improving accountability and transparency, encouraging participation and
collaboration, and fostering innovation and entrepreneurship.

Concerning goals to reach the vision, the terms cited have relation to QoL (24),
sustainability (22), and efficiency (21). When the five fields are considered as goals to reach
the vision, the terms most cited are related to people (24), economy (23), and environment
(22), while mobility (3) is less mentioned.

Analysis of the means mentioned in the Vision statements revealed the most frequently
cited terms were related to technology (20), connection (14), innovation (14), data (12),
stakeholders (10), and ICT (7). They have contributed to data collection and analysis,
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connectivity, communication, energy efficiency, sustainability, intelligent transportation
systems, public safety and security, CE, and more to make cities smarter.

Returning to the vision formulation, a good vision definition should be clear and
inspirational, with a maximum of 30 words to be easily memorized and attract attention.
While each benchmark city has its own approach to crafting its vision, an ideal statement
should specify certain key elements. As proposed in Fig. 7, the most effective vision
declares a deadline or timeframe, the desired Smart City type, goal(s), and mean(s) to
achieve the vision.

In addition, it is highly recommended that the Smart City Definition and vision should
be declared in an accessible public document such as act, law, strategy, policy, program,
project, roadmap, blueprint, guidance, handbook, or official electronic platform (Website).

DT
As mentioned in “P5 Model with Enablers that are Contributing to the Popularization of
SC”, several authors have written about ICT and technologies as the main enablers of SC,
but they should be seen as a means not an end. Various technologies serve as means for
achieving SC’s goals, selected based on specific initiatives and local needs. For example, in
late 2017 the Government of Canada organized an SC Challenge, calling communities
nationwide to develop bold solutions that would improve citizens' lives through data and
connected technology.

Figure 7 Main terms used by the 23 benchmark cities in their vision.
Full-size DOI: 10.7717/peerj-cs.1694/fig-7
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This challenge garnered 225 total applicants, with 130 becoming eligible.
On June 1st, 2018, twenty were chosen as finalists, and according to the challenge

organizers:
(a) The top ten technologies proposed were mobile applications (119), open data

platforms (103), IoT (101), big data analytics (100), networks (99), geospatial (96), cloud
computing (94), sensors (92), ai (83), enterprise solutions (73), and environmental
monitoring (72).

(b) The five main areas were Empowerment and Inclusion (31%), Economic
Opportunity (23%), Environmental Quality (13%), Healthy Living and Recreation (13%),
and Mobility (12%).

Another example is Radu (2020) literature assessment on four DT—AI, big data,
blockchain, and IoT—and their effects on SC’s components (economy, environment,
governance, living, mobility, people). The author defined DT as “innovative solutions that
require fewer resources and can grow exponentially, very often, shaking up the economy
and structure of the related business”.

The results showed that: (1) DT in SC focus on mobility and transit, environmental
sustainability, health, security, business efficiency, energy efficiency, and education; (2) AI,
big data, blockchain, and IoT can improve SC if utilized responsibly; (3) AI, big data, and
IoT automate decision-making and problem-solving and help construct smarter cities; (4)
blockchain improves data security, communication, and legacy infrastructure and resource
use; (5) DT can make cities smarter if individuals know and care about public and personal
values (Radu, 2020, p. 1032–1034).

Digital technologies with approaches to engage citizen
The Government of Canada (2018) and Radu’s (2020) experiences demonstrate the
growing relevance of data, internet, and DT in establishing digital platforms to solve city
problems. Digital platforms also facilitate citizen participation through co-creation,
feedback, surveys, voting, transparency in the city’s budget and project progress, efficiency,
and the creation of innovative urban solutions.

As shown in Appendix 5, the 25 benchmark SC developed at least three digital platforms
to engage citizens over time, focusing on living labs, mobile apps, official websites, and
open data platforms, as summarized in the following sections.

Living labs
The origin of living lab is not from SC initiatives, but from universities, challenging
students to learn courses by undertaking real-world projects in a community, dialoguing
with several stakeholders, or putting themselves in the place of the customers, during the
process of solving problems of the public.

Bajgier et al. (1991) created a course at Drexel University for students to develop and
apply community Operations Research techniques by using a city neighborhood as a living
laboratory. Their conceptual model of a living laboratory classroom setting was applied in
a relevant commercial and residential area located in Philadelphia, providing students with
a unique opportunity to participate in public policy projects.
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Fisher (1995) developed the project “The Glanny Flat” at Kean College to introduce the
principles of Universal Design to students and challenged them to develop an independent
living environment for senior-age customers. Before the development of the design
process, students visited the Oklahoma State University’s Barlett Independent Living Lab
to each spend 5 min in a wheelchair and maneuver themselves in a space that simulates a
common ranch-style residence with adaptive and/or assistive features involved in a
universal design perspective.

McNeese (1996) from Pennsylvania State University used the living lab to integrate
technology, context, and humans into a cyclical design process, while Bajgier et al. (1991)
and Fisher (1995) used Operations Research and Universal Design with other disciplines to
challenge students to solve real-life problems. In McNeese, Perusich & Rentsch (2000) and
McNeese et al. (2005a, 2005b), the living lab framework integrates theory and practice to
enable tool and technology development as a continuous process, with four components
and practical cases:

(Component 1) Ethnographic studies (involving fieldwork, which may include living
with the community, being studied, conducting interviews, observing daily activities,
interactions, etc.).

(Component 2) Knowledge elicitation (a process of extracting and capturing knowledge
and information from human experts or other sources).

(Component 3) Scaled worlds (virtual environments or simulated worlds that are
designed to replicate the real world or other fictional worlds, but on a smaller or larger
scale).

(Component 4) Reconfigurable prototypes (physical or digital prototypes that can be
easily modified or reconfigured to test different design variations and explore different
design options).

Other authors mentioned in the literature are:
Markopoulos & Rauterberg (2000) issued a white paper on Eindhoven University of

Technology (TU/e)’s living lab, a platform for collaborative research initiatives to create
and test home-related technology. They explored the living lab as a vacation on a campus,
a temporary home, where “residents” are invited to experiment with novel technologies for
1 or 2 weeks, allowing TU/e’s research to investigate technology use in a situation near real
life, reducing costs and providing observations that would be difficult to get in other
situations.

A total of 5 years later, Intille et al. (2005) published another similar experience
developed at MIT, a research facility called Placelab, located in a condominium building
within Cambridge, MA neighborhood, a living lab considered as another tool for
technologists, ethnographers, and others interested in studying and developing
technologies that respond to home behaviors.

Living labs are one of six types of test and experimentation platforms (TEP) used by
Ballon, Pierson & Delaere (2005) to test technology in real-world contexts and include end
users as co-producers of ICT. Living labs like Kenniswijk (NL), Arabianranta Helsinki
Virtual Village (FIN), and @PPLe (UK) present potential users with technology prototypes
or demonstrators early in the innovation process, the authors say.
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Living labs gained momentum when in November 2006, the European Network of
Living Labs (EnoLL) was founded. Nowadays, it is composed of 155 active members from
several countries with more than 480 recognized living labs.

For EnoLL, living labs are real-life test and experimentation environments that foster
co-creation and open innovation among the main actors of the Quadruple Helix Model
(academy, citizens, government, and industry). Its digital platform (https://enoll.org/) is a
good source for those interested to develop a citizen-driven network empowering everyone
to innovate with living labs projects developed for SC, education, design, creative
industries, climate, etc.

Living labs also became popular when they supported SC initiatives, and the literature
study showed that the first authors to write about that were:

(a) Dupont, Guidat & Morel (2010)mentioned the NIT SC Living Lab with two decades
of piloting experience on complex projects to tackle societal issues (Nancy area) to
establish a “user-driven” approach with residents and other actors’ participation to
enhance citizen quality of life and support local economic development, contributing to
the smart process in Smart Cities to make cities smarter.

(b) Schaffers et al. (2011a) advocated integrating living labs, future internet, and IoT
platforms to create a Smart Cities experimental environment for service innovation. Three
FP7-ICT project cases—ELLIOT (Experimental Living Lab for the IoT), SmartSantander
(IoT experimental facilities in Santander city with over 20,000 sensors), and TEFIS (Future
Internet Experiments)—were used. They argued that living labs can provide action
research, development, data collection, user-driven application development, and user
interaction to build collaborative partnerships for SC. Schaffers et al. (2011b) also discuss
how living labs are helping SC evolve.

(c) Paskaleva (2011) examines the role of a SC as a link for open innovation by critically
reviewing EU programs and SC Projects. The author focuses on EPIC, PERIPHRIA, and
SMARTiP, where open innovation was developed as a key driver of the SC by considering
the living lab ecosystem. The author believes that until 2011, living labs can provide the
natural ecosystem for open innovation, but the traditional model, where civil servants act
like private employees and engage with citizens as end-users, provides input for
predetermined concepts or service models rather than proactively involving them in
shaping the initial policy direction that determines service priorities.

SC and international networks have expanded numerous types of living labs worldwide.
In six Finnish cities, Leminen, Rajahonka & Westerlund (2017) classified living labs and
proposed a typology of the third generation, characterized by diverse platforms and
participation approaches, resulting in four distinct models of collaborative innovation
networks where the city could be viewed as a catalyst, neighborhood participator, provider,
or rapid experimenter.

Analysis of the 25 benchmark SC revealed approximately 100 Living Lab initiatives,
especially concentrated in the following cities, primarily located in Europe: (1) Amsterdam
with seven Living Labs; (2) Barcelona (7); (3) Copenhagen (7); (4) Paris (6); (5) Berlin (6);
(6) Singapore (5) and (7) Helsinki (5).
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Mobile apps
They provide information and services, and engage citizens in a variety of ways, such as:

(Case 1) M-voting App, launched by the Seoul Metropolitan Government in 2017, to
replace costly surveys, offline meetings, and town hall meetings to assess the feeling of
inhabitants. It has been used to involve citizens not only to vote on the policy decision-
making process but on any ordinary city life issues, by using a smartphone or a personal
computer.

(Case 2) SmartAppCity, a global solution to SC, developed by Get-App in Spain, to help
cities bring all information and services together, making them available to residents, city
councils, shops, and businesses. It received several awards, for example, in 2013, it was the
best app of the year at La Rioja Internet Award, and in 2014 received recognition during
the Cities Summit London, and Madrid Smart Lab Program challenge with the financial
support of this last award.

(Case 3) Cowlines App launched in several cities in Canada (ex: Toronto), and the USA
(ex: NY, San Francisco, Los Angeles), integrating bike-share, car-share, ride-share, public
transit, and taxis into a single customized route, facilitating citizens to move around the
desired cities.

(Case 4) Safe & The City, launched in 2018, in London, to help people to reach their
destination safely. It uses crowdsourced information, GPS, and Police Risk data to decrease
the number of victims of opportunistic crimes.

(Case 5) The Wesolve—Better Together app was launched in March 2021 in
Copenhagen to engage citizens and facilitate problem-solving and decision-making
processes by using smartphones, challenges, surveys, polls, gamification, etc.

(Case 6) Toogethr Rideshare app developed in Amsterdam to make ridesharing with
colleagues easier, more social, and more sustainable, contributing to the reduction of the
carbon footprint, mobility cost reduction, and increased population satisfaction.

Official portal, website
An electronic portal/website is another digital technology widely used by the 25
benchmark SC to provide information on documents, products, and/or services to society.

They have been used in combination with several approaches to engage people over
time, such as acts, advocacy, apps, ambassadors, articles, awards, apprenticeship programs,
awareness campaigns, case studies, ceremonies, citizens juries, citizen advisory
committees, civic crowdfunding, conference, congress, consensus building, challenges,
citizen feedback/evaluation, citizen science, co-creation workshops, contests, database,
dashboard, data visualization, deliberate poling, demo day, demonstration projects, design
thinking, digital inclusion/literacy, fab/living/urban labs, finance incentive, focus group,
funds, guidelines, hackathons, handbook, gamification, knowledge sharing, maps, open
platforms, open innovation, panels, participatory budget, policies, projects, PPP, public
kiosks, scholarships, showcases, smart community network, smart stories, social media,
storytelling, survey, user-centered design, volunteering, etc.

A good example is the Amsterdam SC Platform (https://amsterdamsmartcity.com/), an
open innovation platform where active citizens, companies, government, and knowledge

da Silva (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1694 31/59

https://amsterdamsmartcity.com/
http://dx.doi.org/10.7717/peerj-cs.1694
https://peerj.com/computer-science/


organizations come together, collaborate and interact for the development of a green,
smart, and healthy future of the Amsterdam Metropolitan Area.

Anyone can create an account, learn about news, events, and opportunities, share
experiences and projects, and request partnerships or support to implement ideas/projects
related to the Amsterdam SC Managers’ priorities: citizens & living, circular economy,
digital city, energy, mobility, and SC Academy.

Thus, the Amsterdam SC Platform has twenty-eight permanent partners from the
government, and from the knowledge, social, and creative industries in the Amsterdam
Metropolitan Area. Its community of over 8,000 inventors implements projects like:

(Project 1) CityFlows: To enhance the livability of crowded pedestrian areas by
providing decision support tools to manage pedestrian traffic flows.

(Project 2) CitySDK: a system to collect open data of the government, to provide its
availability in real-time.

(Project 3) CIVIC: to find innovative solutions for construction logistics.
(Project 4) Digital Society School: to work with governments, businesses, and residents

to help them adapt and become future proof for the digital world.
(Project 5) EMPOWER 2.0: to Empower the Citizen—Towards the European Energy

Market 2.0.
(Project 6) Klup: to reduce loneliness by connecting seniors.
(Project 7) Re-Store: to evaluate and impact new solutions to process organic waste.
(Project 8) SC Kit: to permit the active involvement of common citizens to measure the

quality of their air.
(Project 9) Smart Kid Lab: for children to map their environment playfully, by using

modern technology and instruments.
(Project 10) The SC Lab: a workplace where Amsterdam SC partners meet and work

together and lectures, workshops, open houses, and delegation visits are hosted.
(Project 11) The Hackable City: to explore the potential of new models of collaborative

city-making in a network society.
(Project 12) Together: to share rides with colleagues easily by automatically providing

the best matches and rewarding users through earning points. This project won The Hague
Innovators 2017 public prize.

(Project 13) Roboat: to explore and test autonomous systems on water: deliver goods,
collect waste, dynamic infrastructure, environmental sensing, and transport people.

Another official platform developed by the local authority of Amsterdam is New
Amsterdam Climate (https://www.nieuwamsterdamsklimaat.nl/), as a result of initiatives
started in 2019 to invite and dialogue with citizens, companies, universities, government,
and other stakeholders to develop the Phase 1 of the Amsterdam Climate Neutral 2050
Roadmap, to reach the ambitious goal to reduce CO2 emissions in Amsterdam by 55% in
2030 and by 95% in 2050. Nowadays, the platform cataloged 386 projects in the city,
developed by residents, companies, and other institutions for a healthy and sustainable
city.
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Open data platform
Official portals or websites are not exclusively dedicated to SC but also can be used as open
data platforms, systems, or technology infrastructure designed to collect, process, and
share a large amount of data openly and transparently.

The main goal of an open data platform is to promote access to government data and
encourage the development of creative applications and tools to engage and serve the wider
community (Martín, De Rosário & Pérez, 2015).

The widespread use of open data platforms around the globe can be seen through the
204 Smart Cities listed by RList Insights (2019), most located in North America (81; 39.7%;
68 in the USA and 13 located in Canada), followed by Europe (65; 31.8%; 13 in Italy, 12 in
Spain, while France, Germany, and the UK have seven cites each), and Asia (40; 19.6%;
with Japan leading with 14 cities, SK with nine cities and Taiwan with seven cities), with
Amsterdam, London, NY, San Francisco, Singapore, Seoul, Paris, Shanghai, Tokyo, and
Toronto considered the world’s ten top cities with well-designed city open data portals
with rich datasets.

To reinforce part of the RList Insights (2019) findings, when the open data of 30 global
cities was evaluated by The Digital Cities Index 2022 (The Economist Group, 2022, p. 23), it
was found that European and North American cities dominated the open data access and
use policies, covering the usage and publishing of data for accountability, innovation, and
social impact, with emphasis on cities like London, Toronto, Paris, Dallas, NY,
Washington DC, and Seoul.

When the 25-benchmark SC are investigated, it was found that all have developed an
open data platform or portal, whose names and links are provided in Appendix 5.
Although a detailed analysis was not carried out in each portal to check how many users
were engaged, it is possible to trace a few commentaries about London and Toronto.

(a) London DataStore (https://data.london.gov.uk/), developed in 2010, now has 1,124
datasets organized in 18 topics, from Demographics (215) to London 2012 (6), available in
27 formats, including spreadsheet (669), PDF file (326), CSV file (250), Website (138), ZIP
file (107), and GeoPackage (29). Furthermore, Transport for London (TfL) developed
another public open data portal (https://tfl.gov.uk/info-for/open-data-users/) which has
been used by over 5,000 developers, used in over 600 apps, and generated savings and
economic benefits up to £130 m a year for TfL, London, and travelers (Deloitte, 2017 p. 5 to
10).

As a result, the Greater London Authority received in 2015 the ODI Annual Open Data
Awards for opening a range of public sector data for the use of public, city staff,
commercial organizations, and other public bodies.

(b) The Toronto Open Data (https://open.toronto.ca/). The city of Toronto launched its
open data portal in 2009 to meet increasing demand for open data access. This was
followed by the implementation of an open data policy in 2012, the establishment of a
public sector open data working group in 2015, and ongoing portal development from
2017 onward.
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The most interesting feature of this platform is the community engagement over time,
for instance, in January 2018, the Open Data team developed the Open Data Master Plan &
4-Year Roadmap, co-developed with the community, with four themes (Foundation,
Integration, Connection, and Activation) and twelve actions starting from the update of
publication pipeline and ending to increase awareness of open data.

One example of public engagement was a recent questionnaire asking the public about
the type of data they want to prevent, mitigate, and address issues related to the city’s five
main priorities: affordable housing, climate change, fiscal responsibility, and mobility, in
which the results are planned to be shared on the portal.

The Toronto Open Portal’s Data Catalogue has over 700 datasets in twenty topics, with
the majority linked to locations and mapping (149), city government (139), community
services (87), transit (86), and public safety (82).

The platform’s 212 Civic Issue datasets focus on mobility (65), poverty reduction (55),
affordable housing (38), fiscal responsibility (29), and climate change (25). The portal
offers data in 21 formats, including CSV (229), SHP (165), XLSX (150), JSON (129), and
GEOJSON (113).

The Toronto Open Data team has also developed: (a) explanations about the datasets,
project, and technical resources; (b) a knowledge centre with news published biweekly; (c)
partnership with educators, schools, and students to help them use the data for their final
projects; (d) a gallery with ten apps developed such as Cycle Now, Garbage Day, Recycle
Wizard, Toronto API, etc.

RESULTS AND DISCUSSION OF THE TWO DIAGNOSTICS
AND THE CE KIT MODEL
Contextualization and first diagnosis (consulting the City Hall
Managers)
In 2016, Mr. Arthur Virgílio Neto, the mayor of Manaus City, was reelected after a strong
marketing campaign promising in his government plan, a project to transform Manaus
into a SC. However, from 2016 until March 2023, only nine decrees were published by the
Manaus City Hall quoting the term “Cidade Inteligente=SC” which are as follows:

(Publication 1) Decree 4,276, 3 January 2018, page 53: published by SEMEF (Finance
Secretary) proposed a budget of R$ 22.3 million to implement an Information Technology
Infrastructure, but only that, no information about the plan, activities, schedules, etc.

(Publication 2) Decree 4,357, 7 May 2018, page 9: published by SEMAD
(Administration Secretary) authorization to Mr. Sérgio Augusto Magalhães de Souza,
Division Chief of SEMEF, to participate in the Smart City 2018.

(Publication 3) Decree 4,386, 20 June 2018, page 10: a Minute published byManaus PPP
Committee where the company Fiscal Tech proposes to SC, the use of (1) an Urban
Mobility System; (2) a Public Safety System with Cameras; (3) Support Systems and
Multiservice Network with Fiber Optics. The Manaus PPP Committee authorized the
company to realize technical studies on the subject.

(Publication 4) Decree 4,460, 10 October 2018, page 2: Manaus Strategic Planning 2030
by the mayor, which mentions “Smart City” once. Before this decree, on 17 July 2018, the
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mayor (https://semad.manaus.am.gov.br/?p=2541) launched the book “Manaus Strategic
Planning 2030” in the auditorium of Amazon Industry Federation, but the term “Smart
City” is vague, appearing only once on page 33 “Implementation of Smart City,” with no
definition, goals, budget, schedule, or detailed plan.

(Publication 5) Decree 4,952, 22 October 2020, page 20: a public call published by
SEMTEPI (Secretary of Job, Entrepreneurship, and Innovation), to select a Civil Society
Organization to develop technological and innovation activities in the Casarão da
Inovação Cassina, a Center for Entrepreneurship and Innovation. The term “Smart City” is
cited twice, in the first, the SEMTEPI declares that the “Casarão da Inovação Cassina” will
insert Manaus among the Brazilian Smart Cities, and the second just defines what is Smart
City.

(Publication 6) Decree 4,956, 28 October 2020, page 14: the public call published by
SEMTEPI (Secretary of Job, Entrepreneurship, and Innovation) by Decree 4,952, 22
October 2020 is repeated.

(Publication 7) Decree 5,155, 04 August 2020, page 8: published by SEMAD, granting
per diems to Mr. Clênio Francine (Project Manager) and Sandro Elias (Secretary) to visit
Instituto da Cidade Inteligente in Curitiba city.

(Publication 8) Decree 5,177, 03 September 2021, page 1: Mayor (elected in 2020)
establishes Manaus 4.0 Technical Commission to implement Smart City concepts. It has
14 members from seven Manaus City Hall organizations. It must also generate a
preliminary diagnostic of Manaus reality by December 31, 2021, and propose a plan of
investments to adopt technology solutions to assist digital integration. However, Manaus
residents don't know if those jobs have been done yet.

(Publication 9) Decree 5,178, 06 September 2021, page 01: public call published by
SEMTEPI (Secretary of Job, Entrepreneurship, and Innovation) inviting civil organized
society to participate in the project “More Innovation” to foster the innovation
environment in Manaus. The term “Smart City” is cited only once “In an industrial city,
workers cannot be lacking, as well as in a smart city, programmers, software developers,
and entrepreneurs capable of creating innovative solutions for the daily use of the city
cannot be lacking”.

In addition, to know more information about the Implementation of the Manaus SC
Project, a questionnaire with seventeen open questions (Appendix 1) was sent to the
Manaus City Hall Managers on May 23, 2022, and it was scheduled to be answered until 12
June 2022, but it took 268 days (almost nine months; 15 February 2023) for the researcher
to receive the following answer from someone (Code 63322757234) located at SEMEF
(Appendix 6):

“Dear, we inform that Professor Jonas Gomes da Silva attended this Secretariat in the same
period of 2022, in a meeting scheduled with the expense order of this Secretary, where he
addressed all questions personally. As a result, I return the records for appropriate
measures.”
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Surprisingly, the researcher was never invited by the managers of the Manaus City Hall,
nor did visit or engage in dialogue with the SEMEF Secretariat. As a result, after 6 years,
based on the document analysis and false feedback received, the SC Project in Manaus felt
like a political fallacy. No plan, project, or model, particularly with a citizen participatory
approach, has been effectively adopted in the city of Manaus.

The second diagnostic (consulting Manaus citizens)
A total of 1,242 people responded correctly to this questionnaire, and the main results are
resumed below:

(Gender) 655 (52.7%) identified themselves as females, while 580 (46.7%) as male, and
seven (0.6%) preferred do not disclose their gender.

(Age) the youngest (18–24 years old) (393; 32%) were the majority, followed by the
oldest (>50 years old) (287; 23%), perhaps due to higher time availability. A total of 213
(17%) middle-aged persons (40–50 years old) contributed, followed by 187 (15%) and 162
(13%) 25–30-year-olds.

(Education) 489 (39.4%) have superior education, 414 (33.3%) have high school
education, 187 (15%) have specialization Lato Sensu, 79 (6.4%) have a Master Course, 54
(4.3%) have a Doctor Course, and 8 (0.6%) have fundamental education. Eleven
respondents reported further levels.

When asked about their level of knowledge on GovTech, SC, and Decarbonized Cities, it
was found that:

(a) Govtech is the most unknown term for 820 respondents (out of 1,193; 68.7%), while
only 17 people (1.4%) declared that they have a high level of knowledge on the subject.

(b) Decarbonized cities is the second unknown term, with 468 people (43.1% of 1085)
not knowing about it and 43 (4%) saying they know a lot about it.

(c) SC term is completely unknown for 305 (out of 1,118; 27.3%) respondents, while 82
(7.3%) informed that have a higher of knowledge about the term.

When asked how many times they had been invited by the public administration to
participate in the construction of a sustainable plan for the Amazon State or Manaus City
since 1988 (the year of Brazil’s re-democratization), the overwhelming majority of
respondents reported that they had never been invited by the Brazilian Federal
Government (1,116; 95.2%), Amazon State Government (1,047; 93.2%), or Manaus City
Hall (1,038; 93.4%).

These results reveal that the public administration, from national to local, has not
engaged citizens in the planning process to solve urban difficulties in Manaus city and
likely in many Brazilian cities. Cultural factors may explain this, including a centralized old
administration, lack of modernization, low transparency, and bureaucratic barriers due to
corruption, lack of political will, low leadership, and resistance to change traditional
planning and decision-making methods.

When each responder was asked, “If you were invited to help build a long-term plan to
transform Manaus into a SC, would you participate?” 826 (66.5%) indicated they would
participate, 383 (30.8%) answered maybe, and 33 (2.7%) said no. This indicates that most
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are willing to help. Awareness campaigns and clear communication may change the minds
of those who are unsure.

Among the 12 service areas of the Manaus City Hall, the five main areas in which
respondents would like to help transform Manaus into a SC are Environment (651; 52%),
Education (580; 47%), Mobility (390; 31%), Health (363; 29%), and Governance (307;
25%).

As part of the survey, respondents were given 17 environmental issues and asked to
choose the five most problematic in Manaus. Thus, the top five environmental issues are:
(1) increased stream/river pollution (974; 78.4%); (2) increased street garbage (763; 61.4%);
(3) insufficient urban afforestation, including trees without maintenance and urban
development without adequate afforestation (612; 49.3%); (4) increased air pollution,
including odor and stench (501; 40.3%); and (5) increased traffic congestion (493; 40%).

This result can provide valuable insights for policymakers and urban planners in
Manaus. Addressing these environmental problems could involve measures such as
improving waste management, promoting green infrastructure and sustainable urban
design, and implementing policies to reduce pollution and traffic congestion.

Six courses related to SC, Decarbonized Cities, and DT were provided to respondents at
different levels. They selected the type of training they would prefer to receive. The results
showed that most respondents (772; 62.2%) preferred a short course on Smart or
Decarbonized Cities, followed by a basic course on DT such as AI, Blockchain, and IoT
(432; 35%), an advanced course on disruptive technologies such as AI, Blockchain, and IoT
(305; 25%), a specialization lato senso course on Smart or Decarbonized Cities (291;
23.4%), a master course on Smart or Decarbonized Cities (228; 18.4%), and only 143
people (11.5%) wished to participate in a Doctoral course on Smart or Decarbonized
Cities.

This presents an opportunity for educational institutions and training providers to
develop courses and programs that cater to this demand.

Proposed participatory SC model (CE KIT)
Goal and importance of the model
The main goal of the CE KIT model is to transform citizens into protagonist during the SC
journey. And this is important for several reasons, such as co-creation, empowerment,
ownership, and sustainability.

Co-creation: Policymakers should use citizens’ diverse experiences and knowledge.
Citizens should be recognized as protagonists in identifying urban problems and offering
solutions rather than just end users of SC technologies. Citizen co-creation gives city
planners and innovators insights into society needs and preferences, enabling more
effective and user-centric solutions.

Empowerment: Assigning residents an active role in the SC process empowers them to
contribute to decision-making and community development. This fosters greater
engagement, motivation, and satisfaction.
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Ownership: Engaging citizens throughout the SC journey cultivates a sense of
ownership and responsibility for their communities. This can promote accountability,
inclusiveness, civic pride, and willingness to maintain and improve SC solutions.

Sustainability: SC encompass more than just technology. Truly sustainable, livable,
resilient communities emerge by involving inhabitants across SC initiatives, ensuring
solutions align with the vision, needs, and values of the populace. This facilitates
comprehensive social, economic, and environmental sustainability.

Some precautions before or during the use of the CE KIT model
Since the CE KIT model (Fig. 8) is a subset of the P5 model (Fig. 6) outlined in “P5 Model
with Enablers that are Contributing to the Popularization of SC”, it is vital to ensure that
the basic enablers are included in the foundation of the SC journey, especially:

Figure 8 Citizen engagement KIT model. Full-size DOI: 10.7717/peerj-cs.1694/fig-8
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Leadership: Successful SC development requires effective leaders who can inspire
stakeholders, develop a shared long-term Vision, create strategic plans, build partnerships,
coordinate activities, and drive innovation.

Long-term vision: Decision-makers must comprehend the SC concept to create a long-
term vision that meets citizen requirements. Effective leadership is needed to articulate an
inspiring, motivating Vision that guides decisions and resource allocation across time.

Principles: Establishing guiding principles and values is vital for SC initiatives, as they
shape daily decision-making, build trust, ensure inclusion and equity, and encourage
innovation by providing a framework for standards, incentives, and experimentation.

Diagnosis: Data-driven diagnosis of a city’s opportunities and challenges is important
for building stakeholder consensus based on facts, measuring progress, and optimizing
resource allocation.

Goals and priority areas: Aligning goals and priority areas with the long-term vision
enables effective resource targeting, measurable progress, engaged stakeholders, and
strategic roadmaps for project development over time. Goals often relate to efficiency,
sustainability, and QoL.

Budgets and incentives: Making budgets and incentives available is crucial for
resourcing the smart city journey, stimulating participation through accountable,
transparent funding allocation that drives efficient, effective engagement and investment.

ICT Infrastructure: Robust ICT infrastructure is essential for enabling automation,
connectivity, data use, testing, and innovation across SC solutions.

When the above enablers are built as a foundation of a SC journey, then it is possible to
explore the full potential of the CE KIT Model.

Characteristics of the CE KIT model
The CE KIT model is practical, diverse, flexible and has four parts, as described below.

(First) Practical: Based on the real cases learned from the best SC that developed formal
models/policies to engage their citizens over time, such as Amsterdam, Melbourne,
Montreal, San Francisco, Seoul, and Taipei.

(Second) Diverse: A wide range of approaches (approximately 120) were used by 25
Benchmark SC and other SC found in the literature and documentary review to involve
residents.

(Third) Flexible: It enables policymakers and/or decision-makers to investigate the best
cities’ models and approaches, study them, and select which one is more suited to their
reality, or possibly blend them to create a new way to engage residents based on local
needs.

(Fourth) Composed of four parts: PDSAR Cycle, IAP2 Spectrum, Formal Models
developed in SC to engage residents, and Living Labs.

Part 1 of the Model: PDSAR Cycle
The first part is the PDSAR Cycle, adapted from the Shewhart PDCA and Deming

PDSA cycles (Deming, 1982). This organizational learning approach has been utilized since
the early 20th century and remains in use across manufacturing and service sectors to
systematically solve problems and continuously improve product/service quality over time.
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At the core of the PDSAR cycle should be the SC’s long-term vision or a specific goal.
This methodology aims to better organize citizen engagement approaches over time,
where:

P represents the planning phase, involving detailed plans for projects that may
encompass (a) identifying the problem and potential SC solutions/technologies (e.g.,
sensors, IoT, cloud computing, big data analytics); (b) defining key performance indicators
to measure success; (c) establishing implementation schedules and milestones; (d)
allocating budget/personnel resources; (e) developing communications plans to update
stakeholders, etc.

The P phase could also represent a policy, program, project, platform, partnership, or
product to achieve the vision or goal. This phase offers 23 potential approaches for CE.

For example, the Appendix 7 contains a public challenge with a list of 12 basic project
proposed in February 2023 by engineering students at the Federal University of Amazonas
(UFAM). This document was developed by the author during quality management
coursework.

To realize this public call, it was used an A3 report template model based on Toyota’s
approach, a community evaluation sheet (for paper or app use), results, photos, and the 12
student team proposals. Projects aimed to address Manaus’ top environmental issues
identified in this article’s “The Second Diagnostic (consulting Manaus citizens)”: (1)
increased pollution of streams/rivers (974; 78.4%); (2) increased street garbage
accumulation (763; 61.4%); and (3) insufficient urban reforestation—untended trees and
inadequate greenery during development (612; 49.3%).

Approximately 60 participants properly evaluated the projects. The winning team was
the team Manaus Arbor. This simulated public call could be conducted by Manaus City
Hall, challenging students to propose basic 2024 projects for local communities within a R
$150,000 budget. Key approaches used in this planning phase included: brainstorming,
cases, diagnostics, community surveys, Ishikawa diagrams, rich pictures, challenge/goal
trees, A3 reports, and 5W2H analysis.

The second phase is D (Develop), involving implementation of the P component
(Program, Project, Platform, Plan, Partnership, or Product). Approximately 24 approaches
can engage citizens during development, including alliances, apps, awareness campaigns,
civic crowdfunding, etc.

The third PDSAR phase is S (Study), collecting and analyzing data from implemented
activities to evaluate effectiveness in achieving defined objectives. Using the key
performance indicators established during planning is recommended to measure success.
This phase should identify any gaps, issues, areas for improvement, and document best
practices or lessons learned for the next phase. Fourteen proposed approaches for CE
during study include citizen feedback systems, dashboards, data visualization,
gamification, interviews, open data platforms, etc.

The fourth phase is A (Act) based on findings from the “Study” phase. Two main
actions are possible-first, implementing corrective actions to address any identified issues
or gaps. Second, documenting and disseminating best practices for recognition.
Approximately 20 proposed engagement approaches in this phase include advocacy, case
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studies, conferences, demonstrations, documentation, guidelines, handbooks,
standardization, storytelling, showcases, etc.

The final phase is R (Reward), recognizing individuals/teams and celebrating results,
which builds ownership, community engagement, trust, transparency, learning/sharing,
and motivation. Sixteen recommended approaches include awards programs,
apprenticeships, certifications, ceremonies, events, funds, innovation prizes, mentorships,
etc.

The PDSAR cycle repeats after a goal is achieved by establishing a new one and
continuing rotation, ensuring the model’s sustainability through improvements and
adaptation to deal with new SC issues and opportunities.

Part 2 of the model—IAP2 Spectrum
If policy/decision-makers opt not to use the PDSAR methodology, the CE KIT model

alternatively proposes the IAP2 Public Participation Spectrum (IAP2 International
Federation, 2018) with five phases:

Inform: Provide public with information to understand issues, alternatives, and
solutions. Seventeen approaches include chatbots, platforms, help desks, newsletters,
mobile apps, etc.

Consult: Obtain public feedback on analyses, alternatives, and decisions. Keep citizens
informed, listen to concerns, and provide feedback on how inputs influence choices. Ten
approaches include apps, panels, workshops, research, focus groups, participatory budgets,
etc.

Involve: Work directly with residents to ensure aspirations and concerns are understood
and considered. Fourteen approaches include assemblies, challenges, citizen science, living
labs, etc.

Collaborate: Partner with citizens throughout decision-making, from developing
alternatives to selecting solutions. Thirteen proposed approaches include committees,
engagement, consensus building, labs, design thinking, demos, training, incentives,
contests, etc.

Empower: Place final decision-making in citizens’ hands, enabling them to implement
solutions. Empowerment approaches include associations, cooperatives, ambassadors,
juries, education, digital inclusion, social innovation, PPPs, participatory budgeting, etc.

Part 3 of the model—formal models developed in SC to engage citizens.
The third part of the CE KIT Model is focused on the formal models identified in six SC

to engage citizens, which is explained below:
Amsterdam models: Capra (2014)’s thesis explains the history of the Amsterdam SC

Program, its governance structure, and the various typologies used to engage residents.
Henriquez, De & Kresin (2015, p. 28) present the seven steps used by the Amsterdam Smart
Citizen Lab to engage citizens during the process to develop software—(Step 1) Meet (open
invitation. people sign up and meet at a safe and neutral space); (Step 2) Match (encourage
people to form groups based on shared interests, experience or commitment level); (Step 3)
Map (help people to understand in more detail the problems/opportunities); (Step 4) Make
(encourage people to develop solutions, for example by using open source software and
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hardware); (Step 5) Measure (test the solutions); (Step 6) Master (analyze the data); (Step
7) Mobilize (citizens, public authorities to take action on the findings).

Another initiative developed more recently was led by Amsterdam City Council with
the citizens, the Climate Neutral 2050 Campaign, followed by four strategic steps: (1)
Invitation to the city; (Step 2) Dialogue with the City; (3) Develop the Roadmap; (4)
Implementation of the Roadmap.

Melbourne Model: The City of Melbourne (2021b), in consultation with the community,
council, and employees, developed The Community Engagement Policy, probably the
unique policy of this nature among the SC investigated. This Policy also uses The IAP2
Public Participation Spectrum, explained above. The policy details the principles that guide
their work to deliver results through shared problem-solving, open dialogue, and
meaningful participation.

In addition, since 2021, the City of Melbourne developed the Neighborhood Portal and
Model (https://participate.melbourne.vic.gov.au/neighbourhoods), in which planning
process for the community experience involves listening, exploration and realization
processes.

Montreal model: in the Montreal Smart and Digital City (2014–2017 Strategy), it
explains that the model used by and for citizens to develop a Strategy composed of five
steps:

(Step 1) Formulation of the city vision; (Step 2) involves listening through surveys,
consulting residents, city workers, as well as investigating best Smart Cities practices, from
international experience, identifying needs, issues, and priorities; (Step 3) defining strategic
operations, selecting criteria and seeking approval from the city decision making bodies;
(Step 4) development of an action plan, prioritizing short-term projects, major projects,
and seeking approval from decision-making bodies; (Step 5) implement and follow up,
deploying initiatives, ongoing reviews and evaluating the KPIs (Ville de Montréal, 2015 p.
10–41).

San Francisco model: this is an interesting case involving mobility, and San Francisco
was among the cities selected in 2016 by the U.S. Department of Transportation National
SC Challenge.

According to the San Francisco Municipal Transportation Agency (2018, p 8–10), the
Community Engagement Plan has six goals and explores SC problem solving via the
community challenge, where the community upload problems electronically, vote/
comment on problems, communities form groups around a specific problem, and groups
prepare and submit a proposal.

In this methodology, they encourage citizens to submit problems, assist them with
popular ideas to form groups, and assist groups during the process of creating the
applications, by using focus groups, public awareness campaigns, and baseline surveys.

Seoul model: according to Lee (2021 p. 12), the process used by the Seoul Digital
Foundation to engage citizens has four stages, from urban problem diagnosis to specific
solution—(Stage 1) discover (divergence) by using design thinking, workshop, and joint
research; (State 2) define (convergence) by using education, digital literacy, maker space,
and digital citizenship; (Stage 3) develop (divergence) by prototyping, testbed, living lab,
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maker space, and seminars; (Stage 4) deliver (convergence) by sharing knowledge,
exploring Hackathon, Festival, Digital Urban Policy, and Makers Faire.

Taipei model: this city is a good case of a public-private partnership. Leu et al. (2021)
and Taipei City Government (n.d.) informed that Taipei City established the Taipei SC
Project Management Office (TPMO) in 2016, exploring the slogan “Government as a
Platform, City as a Living Lab”.

TPMO supports the opening of the public test field and the introduction of creativity
and resources from the collaborative private sector to promote top-down (for immature
solutions) and bottom-up proof of concept (PoC) projects. The model proposes problems
set by the government (public call for proposals), and problem-solving by the industry by
using the top-down approach.

The Taipei SC Industrial Empirical Proof of Concept Program is a bottom-up approach
to solve local problems involving themes with mature solutions. Although it is not clear
how the model actively engages common residents, this model can be useful for those
public decision-makers interested to know how to balance top-down and bottom-up
approaches toward PPPs.

Finally, the fourth part of the CE KIT Model is dedicated to Living Labs as an effective
way to engage citizens, with cases from Amsterdam, Singapore, London, Barcelona, and
Montreal.

CONCLUSIONS, LIMITATIONS AND RECOMMENDATIONS
This extensive research aimed to address five key questions (Q). Based on data collection
and analysis, the following conclusions (C), limitations (L), and recommendations (R) can
be drawn:

Q1. Given climate change and population growth, how can we protect
future generations?
C1.1 Improve people’s life using historical authors’ wisdom. Charles Mulford Robinson
stressed civic beauty in city planning to uplift the spirit of citizens. Frederick Law Olmsted,
the first to respond to a query on Intelligent City, argued for urban public green areas for
citizen well-being and egalitarian access. Patrick Geddes viewed cities as organisms rather
than mechanical systems and advocated for a holistic, citizen-centric, and scientific
approach to urban planning.

These writers highlight thoughtful, inclusive, and dynamic urban planning with active
public engagement and multidisciplinary problem-solving.

C1.2 Future generations are at risk if we do not solve environmental challenges and shift
to a low-carbon economy. The transition requires active citizen participation, adequate
financing, modernized state, an open and smart government, visionary leadership,
transparent policies, collaboration, investment in R&D, innovative solutions, responsible
use of disruptive technologies, and updated regulations.

L1. This research only focuses in finding models and approaches to engage citizens in
SC, not focused on initiatives developed by Eco, Green, Net0, Carbon Neutral or
Sustainable Cities.
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R1.1 New studies should examine (a) which approaches found in this study are more
effective to engage residents during the transition to a low-carbon economy; (b) the most
effective financing models to support decarbonization initiatives; (c) the application of DT
in renewable energy sources, carbon capture technologies, smart grids, EVs, etc.

R1.2 To adopt DT to enhance carbon measurement processes in the Amazon region
could significantly improve emissions monitoring and support decarbonization efforts.

R1.3 To develop a methodology to decarbonize Brazilian Amazon Region. A system that
incorporates sustainable solutions across the Energy, Land Use, and Forestry sectors
through a collaborative multi-stakeholder process may offer the most effective path to
decarbonization.

Q2. Does Manaus City Hall SC project work?
C2. No. The SC Project announced by Manaus City Hall Mayors since 2016 has not
materialized. After 6 years, it feels like a political fallacy, there is no evidence of project,
plans, programs, or models taking a citizen-participatory approach.

L2. The study did not examine why Manaus City Hall did not adopt the Project
announced in 2016.

R2.1 Manaus City Hall’s decision not to adopt the SC Project should be investigated.
R2.2 Manaus has an opportunity to leverage its abundant natural resources, academic

institutes, and private sector presence to establish itself as a Living lab for emerging
technologies. Specifically, policy makers and researchers should consider (a) tapping into
solar, hydroelectric, and other renewable energy sources to power a smart electricity grid;
(b) engaging Manaus’ 600 industrial park companies with local universities and research
centers on hydrogen applications, solar panels, sensors, electric vehicles, and sophisticated
communication networks pilots.

Q3. How do Manaus residents view SC, decarbonization, DT, and
environmental issues?
C3.1. There is a concerning lack of public knowledge regarding Govtech, Decarbonized
Cities, and SC in Manaus.

R3.1 Manaus City Hall should invest in awareness campaigns, leveraging social media,
events, workshops, and grassroots engagement. Collaboration with academia, NGOs, and
other stakeholders could facilitate educational programs and capacity building to empower
people.

C3.2 This study indicates a strong demand in training on Smart, Decarbonized Cities
and/or DT like AI, blockchain, and IoT. Most respondents selected short courses, more
convenient for workers. In the context of Smart and Decarbonized Cities, the interest in
basic and advanced DT courses demonstrates that people understand the need of staying
updated.

L3.2 This study did not analyze how to make individuals smarter, a crucial gap for
future research.
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R3.2 It is highly recommended to use an interdisciplinary scientific approach to develop
an effective education and training system to prepare the citizen to address main city urban
problems over time, further research or policy measures should be done to fill this gap.

C3.3 While Brazilian law mandates democratic, participatory urban governance,
Manaus exhibits a stark lack of resident’s involvement in public administration initiatives.
Over 93% of respondents reported never being invited to contribute to the Manaus SC
Project or sustainable development plans, despite constitutional rights and statutes.

L3.3 and R3.3.1 This study did not investigate effective communication strategies to
inform, sensitize and engage citizens, which open opportunities for new research.

R3.3.2 Brazilian policymakers and decision makers should modernize the state.
Measures should include improving governance transparency, official communications on
public involvement opportunities, participatory decision-making, and facilitating
grassroots community organization. By embracing participatory SC principles, and
empowering citizens to help shape Manaus’ future, the city can align with its legal
foundations and tap into its greatest resource—its people.

C3.4 Most (66.5%) Manaus respondents are eager to help transform Manaus into a SC
in key areas like Environment, Education, Mobility, Health, and Governance. To capitalize
on this supportive spirit, a strategic participatory model is needed to empower citizens as
partners in co-creating context-specific smart solutions, making the proposed CE KIT an
asset for the city. However, almost one-third (30.8%) were unsure about their desire to
engage, suggesting that engaging the public may be challenging.

L3.4. and R3.4 It may be important to investigate the reasons behind this uncertainty,
such as a lack of awareness or understanding of what a SC entails, concerns about the
impact of such initiatives on the community, or a lack of trust in government institutions
or politicians.

C3.5 The five main environmental issues are related to stream/river pollution, street
rubbish, insufficient urban afforestation, air pollution (including odor and stench), and
traffic congestion.

L3.5 This study did not examine how Smart or Sustainable Cities have effectively
addressed these environmental issues.

R3.5.1 Future research should investigate specific solutions from Smart or Sustainable
Cities.

R3.5.2 Based on the findings, Manaus City Hall administrators should prioritize these
pressing urban environmental problems. Potential strategies could incorporate the CE KIT
Model with public calls as emulated in the UFAM student workshops (Appendix 7).

Q4) Which SC have the most inspiring CE models?
C4.1 The term SC has outperformed others in publications. This prevalence signifies that
its framework, far from perfect, has emerged as a leading model to address pressing urban
challenges.

C4.2 Most of the 25 benchmark SC have defined SC and/or have set a Vision for their
SC initiatives in formal documents or on digital platforms. Most of these cities have
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frameworks, plans, programs, projects, and/or roadmaps to build, implement, evaluate,
and share best practices.

C4.3 However, of the 25 benchmark SC examined, only six (24%) had formal
approaches for CE. Four cities (Melbourne, Montreal, San Francisco, and Taipei) used CE
models developed by city hall managers, while the remaining two cities (Amsterdam and
Seoul) utilized models created by a living lab and a foundation affiliated with city halls.

R4.3.1 This suggests residents’ participation is not being sufficiently or systematically
incorporated in the International Ranking, and in SC initiatives for most cities. More effort
is needed to develop official policies, procedures, and frameworks to enable robust CE in
SC.

R4.3.2 International SC rankings should include public involvement metrics to evaluate
SC efforts comprehensively. Therefore, further study is needed to propose variables or
indications for these rankings.

C4.4 The CE KIT Model for Manaus was inspired by formal CE models discovered in
the SC of Amsterdam, Melbourne, Montreal, San Francisco, Seoul, and Taipei.

R4.4 Several SC projects fail due to poor foundations. This research highlights the
significance of an interdisciplinary discussion to produce a clear SC Definition, Vision, and
CE Model in official, publicly accessible documents. Effective alternatives include acts,
laws, strategies, policies, programs, projects, roadmaps, blueprints, guidelines, handbooks,
and government websites. Cities may create a strategic roadmap, coordinate stakeholders,
and raise citizen awareness by investing in rigorous preparatory planning and
documentation.

Q5) How can Manaus’ challenges be addressed using a citizen-centric
SC model?
C5. Though a flexible and practical model. While the P5 model and CE KIT model are not
100% perfect, their implementation has the potential to yield benefits for the city of
Manaus:

Firstly, the P5 model can help city officials identify and prioritize key enablers for SC
development, including leadership, long-term vision, principles, transparency, legal
frameworks, innovation ecosystem, education and training, alliances, diagnoses, CE KIT,
budget, incentives, ICT infrastructure, funds, technologies, management, best practices,
and more. This can streamline the development process and ensure that initiatives are
focused on the most critical areas.

Second, the CE KIT model provides two main methodologies, the PDSAC cycle and the
IAP2 Public Participation Spectrum, through which approaches can be selected and
implemented. However, it is necessary to establish participative governance and cultivate a
culture of continuous learning as keyways to building sustainability and improvement. As
technology, legislation, demands, and settings evolve, the P5 and CE KIT models will be
able to adapt.

The CE KIT model is also composed by the best SC CEmodels and Living labs, with 120
different approaches to support the transformation of citizens into active participants. This
is critical since citizens in SC remain relatively excluded (Dameri, 2013, p. 2545; Paskaleva,
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Evans & Watson, 2021, p. 397), while they should be seen as the main actors in SC policies
and putting them at the center means co-constructing policies with them throughout the
policy cycle (OCDE, 2020, p. 7).

However, there are limitations that open several opportunities for new studies:
L5.1 and R5.1 This study does not go into detail on each approach stated in the CE KIT

model, so more research should be done on these approaches.
R.5.2 The CE KIT model emphasizes active citizen participation through living labs,

data collection, and digital platforms. However, SC technologies and extensive data
gathering also pose privacy risks like surveillance, profiling, and unauthorized data
sharing.

Although cyber security is one approach of the ICT Infrastructure enabler (Fig. 6) and
development phase of the PDSAC Cycle (Fig. 8), more research is needed to develop a
privacy risk management framework tailored to the CE KIT model, to assess and mitigate
privacy threats in citizen-centric SC programs/projects.

Further research also should be done to investigate how living labs and/or digital
platforms are effective to engage residents towards decarbonization by 2030/2050.

L5.2 While this research is built based upon existing literature (e.g., Dameri, 2013;
Capra, 2014; Russo, Rindone & Panuccio, 2014; Albino, Berardi & Dangelico, 2015; Ferrer,
2017; Fernandez-Anez, 2016; Fernandez-Anez, Fernández-Güell & Giffinger, 2018; Eremia,
Toma & Sanduleac, 2017; Janik, Ryszko & Szafraniec, 2020; Belausteguigoitia et al., 2022), a
comparative analysis or discussion with these and other authors was not undertaken for
the following reasons: (a) the goal is not to critically evaluate or discuss other works, as this
is beyond the general scope of this general literature review; (b) the specific questionnaires
utilized here were not published in previous scholarly journals, preventing direct
comparison of results; (c) including a detailed discussion will make this article lengthier.

R.5.2 Not discounting the merit of this type of discussion, the rationale for an
explanatory, non-comparative methodology is valid given the goals, original research
content, and scoping nature of this work. Future research could involve more extensive
comparison with previous findings.

APPENDIX
Appendices 1–7 can be found at: https://doi.org/10.7910/DVN/RK2PPK
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Abnormal handling mechanism and
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ABSTRACT
An optical DC current transformer anomaly handling mechanism is proposed to
address the problem that the conventional DC current transformer anomaly
handling mechanism cannot compensate for the defect of capacitor anomaly
blocking. First, the implementation principle, modulation loop, demodulation
method and its anomaly warning mechanism of the sine-wave modulated all-fibre-
optic current transformer (FOCT) are investigated, and the effects of light source
intensity and modulation voltage on current decoding are explained. The modulation
loop is then simulated and modelled and a FOCT anomaly handling mechanism is
proposed based on the Bessel function with real-time dynamic current compensation
for small changes in modulation depth. Finally, an integrated dynamic test system for
DC current transformers and DC protection is designed, and the actual system
operation and fault model is established using the RTDS simulation system.
The experiments demonstrate that the proposed FOCT anomaly handling and
improvement measures can effectively improve the transient performance of FOCT,
and at the same time provide a complete set of testing means for the engineering
application and later upgrade and replacement of FOCT.

Subjects Algorithms and Analysis of Algorithms, Artificial Intelligence
Keywords FOCT, Modulation circuit, Bessel function, Compensation circuit, Abnormal handling
mechanism, Transient test system

INTRODUCTION
In the process of increasing the transmission capacity and voltage level of the power
system, the traditional DC transformer is limited by its own sensing mechanism and
presents problems such as easy distortion of the measurement signal under high currents,
so the new current transformer represented by the optical current transformer has great
potential for development.

With the continuous transformation of traditional power grids into smart grid, a high
proportion of new energy sources represented by wind power and energy storage and a
large number of power electronics are connected to the grid, inducing new problems in
grid operation such as protection malfunctions and phase change abnormalities, so
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improving the abnormal handling mechanism of power electronics has become an
important research topic.

Yalong River DC undertakes the work of clean energy transmission from Yalong River
Hydropower Station after putting into system operation, starting from Yalong River
Converter Station in Liangshan Yi Autonomous Prefecture of Sichuan Province and
ending at Poyang Lake Converter Station in Fuzhou City of Jiangxi Province. Among
them, the DC electronic current transformer of Poyang Lake converter station mainly
adopts all-fiber optic current transformer has shown abnormal alarm many times in the
operation process and led to DC protection false operation. The common all-fiber optic
current transformers (Li et al., 2018; Dziuda et al., 2007; Wu & Zhang, 2020; Li et al.,
2019b) are divided into sine wave modulation (open-loop modulation) and square wave
plus step wave modulation (closed-loop modulation) according to their modulation
methods (Wang, Zhang & Pang, 2021; Pang et al., 2020; Wu, Zhang & Chen, 2022). The
sine wave modulated full optical fiber current transformer (FOCT) used in Poyang Lake
converter station is the mainstream DC electronic type current transformer currently
operating in UHV DC converter station, and its reliability is directly related to the safety
and reliability of DC transmission system, so its fault mechanism and its abnormality
alarm mechanism are also receiving increasing attention (Temkina, Medvedev & Mayzel,
2020; Zhao et al., 2022; Qi et al., 2020; Bashir Ahmed, 2019; Chen, Xu & Wang, 2020). In
Hu et al. (2019), the long-term temperature error due to Verdet’s constant was
compensated by selecting a suitable initial phase delay of the waveplate in order to
optimize the FOCT accuracy, but the waveplate accuracy was difficult to control due to the
different absorption coefficients of unusual and unusual light in the k=4 waveplate. In
Zhao, Shi & Sun (2020), an optical fibre temperature sensing scheme based on the
temperature birefringence effect of the polarisation-preserving fibre (PMF-TS) was
proposed, but the structural defects generated inside the fibre during the drawing process
of the polarisation-preserving fibre can cause degradation of the polarisation-preserving
performance. The existing research on optical current transformers mainly focuses on the
abnormal manifestations of optical DC electronic current transformers, and there is a lack
of research on the causes of faults and alarm mechanisms because the FOCTs are all
foreign imported equipment.

In this article, based on the FOCT accident analysis of Poyang Lake converter station,
the current performance characteristics of the FOCT modulation circuit when it is
abnormal and the defects of its abnormal warning mechanism are studied from the
perspective of FOCT modulation principle through modelling simulation and physical
simulation. The innovations of this study, compared to the traditional methods of
improving DC current transformers, are.

1. The proposed improved mechanism for abnormality handling of FOCT solves the
problem of abnormal output currents caused by sudden changes in the modulation
voltage of the modulation loop in the traditional method and the inability to warn by
improving its existing abnormality warning mechanism to suit the application
requirements of DC protection.
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2. The integrated dynamic test platform of DC current transformer and DC protection is
built, and the ground engineering practice provides a complete set of testing means for
the engineering application and later upgrade and replacement of FOCT.

ANALYSIS OF THE CAUSE OF FOCTACCIDENT IN POYANG
LAKE CONVERTER STATION
At 11:37 on August 22, 2021, the FOCT sampling output of pole II low end valve group in
Poyang Lake converter station is abnormal. As shown in Fig. 1, the differential current of
pole 2 low-end converter meets the action setting of converter differential protection II
section, and the delay is 5 ms to protect the outlet. The differential current of pole 2 valve
group connection line meets the action value of valve group connection line differential
protection II, and the delay time is 6 ms to protect the export. IDVN and IDVP in Fig. 1 are
the two measuring points of valve converter differential protection (VDCDP). IDVP is fault
FOCT. IDIff is the differential current of converter differential protection, IRES is the
restraint current of converter differential protection.

Upon inspection, it was found that the modulator shunt compensation capacitor within
the CMB of the pole 2 low-end FOCT phase modulator had a false solder.

In this article, we use the same type of FOCT in the laboratory, simulate the field 400 m
long distance modulation cable connection test FOCT and electronic unit, use the current
source to add 5,000 A DC current to the test CT, the output test results of the electronic
unit is shown in Fig. 2.
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Figure 1 Waveform of differential protection outlet of valve block connecting line of Poyang Lake
converter station. IDVN and IDVP are the two measuring points of valve converter differential protec-
tion (VDCDP). IDVP is fault FOCT current. IDIFF is the differential current of converter differential
protection, IRES is the restraint current of converter differential protection.

Full-size DOI: 10.7717/peerj-cs.1132/fig-1
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In the test process, the fault situation in the field was reproduced by frequent connection
and disconnection of the shunt capacitor of the modulation loop. The output current of the
electronic unit was frequently cleared due to frequent setting of the quality position to 1,
and occasionally the output was abnormal and the current quality position was not set to 1.

Through field accidents and laboratory tests, it can be determined that the existing
design of the all-fiber-optic current transformer (FOCT) in the modulation circuit shunt
capacitor connected and disconnected frequently for a short period of time will have a low
probability of not destroying the modulation self-locking logic, and the alarm message
cannot be triggered, resulting in an abnormal output of the FOCT sampling value when the
modulation circuit is abnormal and its related blocking protection error marker is not set
on, leading to DC differential protection misoperation. This can lead to the accident that
the DC differential protection is misactivated to block the DC system.

MODULATION PRINCIPLE OF SINEWAVE MODULATEDALL
FIBER OPTIC CURRENT TRANSFORMER (FOCT) AND ITS
ALARM MECHANISM
As an interactive system, the smart grid requires power electronics to respond quickly to
changes in it while ensuring system safety. At present, the development of existing power
electronics devices focuses on the implementation of basic functions and performance
improvement, with little consideration given to intelligence and support for the upper
layers. Therefore, improving the abnormal processing of power electronic devices in grid
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Figure 2 Waveform of modulation circuit parallel capacitance unstable connectionof FOCT in
laboratory. IDVN and IDVP are the two measuring points of valve converter differential protection
(VDCDP). IDVP is fault FOCT current. IDIFF is the differential current of converter differential protection,
IRES is the restraint current of converter differential protection.

Full-size DOI: 10.7717/peerj-cs.1132/fig-2
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operation can effectively improve the quality of electrical energy, while also enhancing the
transmission efficiency of the grid system and realizing good interaction between users and
power supply enterprises, thus realizing the intelligent and automated development of the
grid.

Implementation principle of all-fiber optic current transformer
All-FOCT generally use two beams of polarized light that are always transmitted in two
orthogonal modes on the same sensing fiber, and in the sensing fiber, the two beams of
circularly polarized light are transmitted at different speeds due to the Faraday magneto-
optical effect of the magnetic field generated by the current in the wire, resulting in the
Faraday phase difference (Karabulut et al., 2019; Wu et al., 2021; Mihailovic & Petricevic,
2021). Therefore, the two beams carrying the Faraday effect phase information will
interfere at the starter and then be coupled by the 3 dB coupler into the photodetector,
and the interferometric light intensity information arriving at the photodetector is
equationed as

Pint ¼ 0:5E2
x " ½1þ cosð4NVIÞ' (1)

where Ex is the light intensity of the light source, N is the number of turns of the sensing
fiber, V is the Verdet constant of the sensing fiber, and I is the value of the current flowing
in the current-carrying conductor.

As can be seen from Eq. (1), the output light intensity does not reflect the sign of the
Faraday phase shift and the first order derivative of the cosine function at zero phase is
zero, making the current output signal does not have the two disadvantages of
distinguishing the current direction and low detection sensitivity. Therefore, it is necessary
to phase modulate the two beams of line polarized light by a phase modulator to shift the
system operating point to other positions, so as to achieve the full range of accurate
measurement in both directions.

Phase modulation method of FOCT
The FOCT in Poyang Lake converter station all adopt the sine wave modulation method of
piezoelectric ceramic PZT modulator, and the electronic unit applies a sine wave voltage
signal to the PZT. The voltage causes the change of refractive index of the material inside
the modulator, and the propagation speed of the light passing through changes, thus
causing the phase change of the light. In general, the phase of the light is linearly related to
the applied modulating voltage, so the relationship between the phase and the modulating
voltage under the action of the sinusoidal modulating voltage is shown in Eq. (2).

u ¼ p
k
rn31

L
D
U ¼ kU (2)

In Eq. (2), D is the distance between the two electrodes, L is the electrode length, n1 is
the refractive index of the optical waveguide, r is the photoelectric coefficient of the
waveguide material, U is the modulation voltage, and k is the modulation coefficient of
PZT.
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At this time the light intensity expression is.

Pint ¼ 0:5E2
x " ½1þ cosð4NVI þ uÞ' (3)

For the same beam of polarized light polarized beam in the polarization-preserving fiber
delay line and sensing head transmission, after τ time when returned to the phase
modulator, then the beam of polarized light before and after the combined effect of phase
modulation that modulation depth function is umodðtÞ ¼ uðt þ sÞ ( uðtÞ. The
modulation function in case of sinusoidal modulation is Eq. (4).

UðtÞ ¼ UmsinðvtÞ (4)

In Eq. (4), Um and ω are the amplitude and angular frequency of the modulated voltage
reflected in the phase modulation can be obtained as follows

umodðtÞ ¼ u tð Þ ( u t ( sð Þ ¼ 2kUm sin
xs
2

! "
cosðxtÞ (5)

The modulation coefficient k, angular frequency ω, and delay time τ in Eq. (5) are all
designed parameters for fixed values, so the modulation depth umod ¼ 2kUmsinð0:5xsÞ of
the modulation loop can be set, and the modulation depth remains linearly related to the
modulation voltage.

Substituting Eq. (5) into Eq. (3) yields the interferometric light intensity information
equation.

PintðtÞ ¼
E2
x

2
" 1þ cos 4NVI þ umod cos xtð Þð Þð Þ (6)

Demodulation and anomaly alerting mechanism of FOCT
Since Bessel functions are solved using the idea of a series of solutions, at the same time
Bessel functions of different orders are not isolated from each other, but have a certain
recursive relationship. The Bessel function also has the typical orthogonality, which can be
used to find the magnitude of the hypothetical solution level and coefficients. Therefore the
Bessel function is chosen for this study to be solved.

According to Eq. (6), it can be seen that the interference light intensity information is
influenced by the light intensity of the light source, the modulation depth and the three
factors of the flowing current.

Pint1 ¼ (E2
x " J1 umodð Þsin 4NVIð Þ (7)

Pint2 ¼ (E2
x " J2 umodð Þ cos 4NVIð Þ (8)

Pint4 ¼ E2
x " J4 umodð Þ cos 4NVIð Þ (9)

where J1(umod), J2(umod) and J4(umod) are the 1st, 2nd, and 4th order Bessel functions
corresponding to the modulation depth umod of the modulation loop, respectively. Since
the Faraday phase shift is generally small, the remaining sine value is much larger than the
sine value. In order to improve the sensitivity of the solution and eliminate the influence of
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the light intensity of the light source and the modulation depth, the ratio of Pint1 to Pint2
and the ratio of Pint2 to Pint4 are obtained as follows

Pint1
Pint2

¼ J1 umodð Þ
J2 umodð Þ

tan 4NVIð Þ (10)

Pint2
Pint4

¼ $ J2 umodð Þ
J4 umodð Þ

¼ $kbessel24 (11)

For the convenience of solving the calculation at small angles the angle approximation
equation 4NVI ≈ tan(4NVI) is used. At the same time, according to Eq. (11), it is known
that the ratio of the 2nd and 4th harmonics of the interference light intensity information
is the ratio of the 2nd and 4th order Bessel functions kbessel24, and the electronic unit
controls the modulation depth umod by monitoring the value of kbessel24 closed-loop
modulation voltage value, so that J1(umod) = J2(umod), thus obtaining the final current
solution equation.

I % 1
4VN

Pint1
Pint2

(12)

From the above it is known that in order to ensure the accuracy of current measurement
of FOCT. So the phase shift of the interferometric light intensity information of the FOCT
transduction current satisfies.

4NVIj j < p=12 (13)

As the Faraday phase shift is generally small when working normally, so the remaining
sine function is approximated as one, the value of Pint2 response is the product of the light
intensity and modulation depth of the 2nd order Bessel function under normal
circumstances, its value is not affected by changes in load current, but both the optical
circuit or modulation circuit is abnormal will lead to a reduction in the amplitude of Pint2,
so the actual engineering is generally used Pint2 as the basis for the judgment of
abnormalities, the judgment equation is

Pint2j j < E2
x & J2 umodð Þ cos p=12ð Þ (14)

That is, when the absolute value of Pint2 is lower than the maximum measured current
causing phase shift (outside the measurement range) FOCT will issue an alarm message as
the basis for DC protection blocking.

FOCT COMPENSATION CAPACITOR ABNORMAL
BLOCKING DEFECT AND ITS IMPROVEMENT MEASURES
Since the electronic unit of FOCT in engineering practice is in the main control room and
the phase modulator is usually in the primary site together with the sensing fiber.
Therefore, a long cable is required for connection, and the cable is mainly inductive at
high-frequency signals, and compensation capacitors need to be added at both ends of the
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phase modulator to compensate for the phase and amplitude of the modulation voltage at
both ends of the PZT (Zhao, Xu & Sun, 2021; Yan et al., 2018).

In this article, we use MATLAB to build the simulation circuit diagram of the
modulation loop, as shown in Fig. 3, to simulate the process of compensating the false
connection of the capacitor loop, and the simulation results of the voltage output when the
FOCT modulation loop capacitor loop is completely disconnected are shown in Fig. 4. In
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Figure 3 Simulation circuit of FOCT modulation circuitunstable connection. The simulation circuit
diagram of the modulation loop is show as the figure. R1, L1, R1′, L1′ are the equivalent loop resistance
and inductance of 400 m control cable, R1 = R1′ = 1.65 Ω, L1 = L1′ = 0.08 mH. The shunt resistance of
sampling R2 = 1.5 k!, the enabling resistance of compensation capacitor R3 = 15 !, and the compen-
sation capacitor C1 = 42 nF. Full-size DOI: 10.7717/peerj-cs.1132/fig-3
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Figure 4 Simulation voltage of FOCT modulation circuit capacitor circuit completely disconnected.
The black line indicates the modulation voltage. When the compensation capacitor is falsely connected, it
leads to a change in the actual modulation voltage amplitude and is accompanied by a significant
transient process. Full-size DOI: 10.7717/peerj-cs.1132/fig-4
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Fig. 3, R1, L1, R1′, L1′ are the equivalent loop resistance and inductance of 400 m control
cable, R1 = R1′ = 1.65!, L1 = L1′ = 0.08 mH. The shunt resistance of sampling R2 = 1.5 kΩ,
the enabling resistance of compensation capacitor R3 = 15 Ω, and the compensation
capacitor C1 = 42 nF.

The simulation results are shown in Fig. 4. When the compensation capacitor is falsely
connected, it leads to a change in the actual modulation voltage amplitude and is
accompanied by a significant transient process. Since umod is linearly related to the
modulation voltage eventually makes the modulation depth umod jump, the actual
reduction is related to the contact resistance size, and the relationship between contact
resistance and umod reduction is shown in Table 1.

Based on this, the simulation calculation of the demodulation coefficients is carried out
according to the Bessel function equation in Eq. (15).

JnðkmodÞ ¼
X1

k¼0

ð$1Þk
!
umod

2

"nþ2k

k! nþ kð Þ!
(15)

As can be seen above, when the compensation capacitor is falsely connected, the
modulation voltage will jump, resulting in a jump in the modulation depth umod. Since
kbessel24 is calculated from the steady-state value of the interference light intensity
information, the change in the value of kbessel24 during the jump in umod is a monotonic
nonlinear change in the modulation interval of the modulation voltage. After the electronic
unit detects the deviation of kbessel24 from the set value, it starts to adjust the modulating
voltage Um. Since the adjustment period of the electronic unit is limited by the modulating
frequency ω of the modulating voltage, the adjustment has a certain hysteresis effect, so the
whole adjustment process is an oscillation stabilization process, which is reflected in the
current demodulation algorithm and outputs a non-stable abnormal current.

At this time, the modulation voltage change on the modulator is affected by the contact
resistance, when the contact resistance is too small modulation voltage change is small, and
the original alarm mechanism because of the need to meet the full range of current
measurement of the Faraday phase shift of the cosine change, according to Eq. (14) can be
issued when the Pint2 drop of 3.4% alarm information. According to the simulation
calculation of Fig. 5, when the first-order and second-order Bessel coefficients are equal,
umod is 2.63, and only when umod is lower than 2.5, the second-order Bessel coefficient can
fall by more than 3.4%, thus issuing an alarmmessage. Table 1 shows that when the contact
resistance of the compensation circuit is less than 10 !, the modulation depth change is

Table 1 Relationship between contact resistance and output voltage reduction.

Contact resistance (!) 1 30 15 10 5

umod reduction margin (ε%) 7.9 9.7 6.2 4.4 2.8
Note:

Since umod is linearly related to the modulation voltage eventually makes the modulation depth umod jump, the actual
reduction is related to the contact resistance size, and the relationship between contact resistance and umod reduction is
shown in Table 1.
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less than 5%, umod is greater than 2.5 and does not trigger the alarm mechanism of FOCT,
but at this time the modulation depth change in phase will be solved to obtain a large error
current makes the DC protection device misjudged as a fault within the DC differential
protection operation, resulting in accidents.

In order to solve the problem that the sampling value data is abnormal and cannot be
alarmed due to the false connection of compensation capacitor, this article proposes an
abnormality handling mechanism based on the small change of modulation depth for real-
time dynamic current compensation. We simulate the ratio of the first-order Bessel
coefficient to the second-order Bessel coefficient kbessel12 and the ratio of the second-order
Bessel coefficient to the fourth-order Bessel coefficient kbessel24.

According to the simulation results, the ratio of the first-order Bessel coefficient to
the second-order Bessel coefficient, kbessel12, and the ratio of the second-order Bessel
coefficient to the fourth-order Bessel coefficient, kbessel24, vary monotonically when the
modulation depth umod is around the modulation point 2.63. The monotonicity of the
values of kbessel24 and kbessel12 in the modulation interval can be used to establish a table of
the correspondence between kbessel24 and kbessel12, so that the tiny working interval of
kbessel12 can be obtained from the value of kbessel24 by the dynamic table lookup method,
and then the linear interpolation can be used to obtain the precise. The exact time value of
kbessel12 is then obtained within the tiny interval using linear interpolation.

kbessel12 ¼ y0 þ
y1 # y0
x1 # x0

ðkbessel24 # x0Þ (16)
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In Eq. (16), x0 and x1 are the starting and final values of kbessel24 in the tiny working
interval, and y0 and y1 are the starting and final values corresponding to the kbessel12 table,
respectively, from which the improved current solution equation can be obtained.

I ! kbessel12
4VN

Pint1
Pint2

(17)

In order to ensure the accuracy of the dynamic compensation solution, the dynamic
adjustment interval of umod and the correspondence table between kbessel12 and kbessel24
within this interval can be set according to the calculation capability and accuracy of the
electronic unit in practical engineering. When the value of kbessel24 deviates from the
modulation point, the modulation depth umod is adjusted by changing the amplitude of the
modulation voltage, and the current solution value is compensated dynamically in real
time. kbessel24 continues to restore the solution system to normal by adjusting the
modulation voltage when it exceeds the dynamic adjustment interval, at which time
dynamic current compensation is no longer possible and an alarm signal is issued.

The above improvement method is only for FOCT in modulation voltage loop
abnormalities in the original solution to increase the dynamic compensation coefficient
and abnormal alarm information does not change the FOCT transmission principle, and
kbessel24 value only responds to changes in modulation depth. Therefore, this improvement
measure can not only improve the real-time sampling accuracy of FOCT when the
modulation voltage changes, but also greatly improve the alarm sensitivity of FOCT when
the modulation voltage is abnormal. This is a relatively effective solution for FOCTs that
have been operating in large numbers at this stage.

DC CURRENT TRANSFORMER AND DC PROTECTION
INTEGRATED TEST SYSTEM
Because the improved FOCT solution adds real-time dynamic current compensation, its
calculation accuracy may affect its current compensation accuracy when the current
changes rapidly, so the current step response characteristics and frequency response
capability should be tested while verifying the effectiveness of the improved measures to
test whether the transmission characteristics of FOCT will affect the correctness of DC
protection action when the fault occurs (Chen, Xu & Wang, 2020; Li et al., 2020; Jahn,
Hohn & Norrga, 2018; Gusarov et al., 2018; Li et al., 2019a). Since the DC protection action
depends on the information of control system and a large number of environmental
variables, a complete test cannot be performed in the field (Dong, 2022), so this article uses
the completed Poyang Lake EHV DC simulation system to build a complete DC test
platform including FOCT, DC protection, DC control system and EHV DC simulation
system in the laboratory in combination with DC control system. The configuration of the
experimental platform is shown in Table 2.

Design of the detection system
This article designs an integrated transient test system for DC current transformers and
DC protection, as shown in Fig. 6. The testing system is composed of primary current
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generation module, DC transformer detection module, UHV DC simulation system and
DC control system, with optical sensors, electronic units and DC protection as the tested
objects.

The EHV simulation platform consists of RTDS simulation system and interface unit.
The RTDS simulation system simulates and calculates the EHVDC system, and then sends
the data to the DC control and protection system through the interface unit using bi-
directional communication, and receives the control information from the control and
protection system to complete the closed-loop simulation state. At the same time, the
interface unit converts the sampled value information into a small analog voltage signal to
control the DC current generator to send out DC current, and changes the sampling value
mapping of DC protection to map the sampled value of the low end of pole 2 to the
sampling value input of the external full fiber optic current transformer (FOCT) for
experiments.

DC current generator with both transient step and steady-state current output
capability, but also to have the ability to receive the simulation platform data trigger
output, can only be achieved using a linear power amplifier, due to laboratory conditions
DC current generator maximum rated current of only 300 A, in order to meet the needs of
the experimental maximum current of 5,000 A, so the use of long current wire through the
sensor through the heart of 20 turns, the output current will be amplified in the same
proportion to meet the needs of the test.

Table 2 Experimental platform configuration.

Test item Fault alarm

RACK PB5*2

Input and output modules GTAO*1, GTDO*1

Digital emulation power amplifiers PA60B*6

Circuit breaker simulation units PSS02B*1

Power supplies DC power supplies*1

Figure 6 Transient test system for DC current transformer and DC protection.
Full-size DOI: 10.7717/peerj-cs.1132/fig-6
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The DC electronic transformer tester synchronously collects the small voltage signal of
the built-in standard resistance of DC current generation as the standard source and the
FT3 signal of the electronic unit output as the test signal to complete the transient step
response and frequency response test of FOCT.

Test verification
Based on the test system in Fig. 6, offline and online simulation tests were carried out on
the improved FOCT and DC protection system respectively. According to the relevant
regulations, the transient capability of the improved FOCT is judged by testing parameters
such as response time and overshoot under step response and frequency response
characteristics, and whether it meets the requirements.

Five tests were carried out at 1,500 A, 600 A and 300 A respectively. As the test product
sampling rate was 10 kHz and the sampling interval was 100 μs, the test results were
somewhat random, times less than the required 250, 78.2, 108.5 and 89.7 μs respectively,
much less than the 250 μs time and 20% overshoot requirement. The average of the test
results is shown in Table 3.

Five tests were conducted at 1.2, 1.5, and 2.5 kHz frequencies, respectively, and the test
results were consistent, and the average of the test results is shown in Table 4.

From the test results, it can be seen that the overall transient indexes of the FOCT meet
the step and frequency response indexes of the DC current transformer after adopting the
anomaly handling mechanism based on the small change of modulation depth and real-
time dynamic current compensation, and the fault alarm mechanism will not be triggered
during the step and frequency response tests.

Finally, the simulation platform is used to put the DC system all in the running state
with load for online simulation test, and the sampling value of the low end of pole 2 of
the DC protection is replaced by the actual FOCT. The DC current generator outputs
the DC current value according to the work of the simulation system, and the DC
protection is in the normal working state. First, simulating the fault of FOCT in the field,
the compensation circuit is falsely connected, and after several tests, it can reliably alarm

Table 3 Test data of step response characteristics.

Test item Rise time (μs) Response time (μs) Overshoot (%) Fault alarm

1,500 A 94.4 77.4 7.6 /

600 A 54.6 87.1 2.9 /

300 A 76.5 83.8 4.1 /

Table 4 Test data of frequency response characteristics.

Test item Ratio error (ε%) Frequency error (Hz) Response time (μs) Fault alarm

1.2 kHz −0.46 −0.0026 45.6 /

1.5 kHz −0.67 −0.0057 46.2 /

2.5 kHz −0.85 −0.0061 45.1 /
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and block the protection when the sampling value output is abnormal in the falsely
connected process, and open the protection when the DC current transformer outputs the
correct current value, and the DC protection recording is shown in Fig. 7. Second, several
fault simulation tests were conducted inside and outside the zone at pole 2, and the action
behavior of DC protection was also correct and reliable. That is, the modified FOCT can
effectively distinguish the compensation circuit fault from the primary system fault and
meet the requirements of DC protection for DC current transformer reliability. It shows
that the modified FOCT can effectively distinguish between compensation loop faults and
primary system faults, meeting the requirements of DC protection for DC current
transformer reliability.

CONCLUSION
In this article, we analyze the modulation principle of FOCT modulation loop,
demodulation method, abnormal alarm mechanism and the reason of abnormal
compensation loop causing DC protection misoperation through simulation calculation,
so as to propose the abnormal processing mechanism based on the small change of
modulation depth and real-time dynamic current compensation, which effectively solves
the problem of The problem of abnormal output current caused by sudden change of
modulation voltage in the modulation circuit and the inability to warn is solved effectively.

Finally, through the design of a set of DC current transformer, DC protection integrated
transient test system, the actual improved FOCT offline and online transient test, to verify
the effectiveness of the improved method and the practicality of the testing system, for the
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Figure 7 Waveform of FOCT unstable connection test. IDC2P is the Foct current. IDC2PMEAS
indicates the FOCT state. If IDC2PMEAS is equal to one, it means that the measurement is abnormal.
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later FOCT engineering application and upgrade and replacement in smart grid to provide
a complete set of testing means.

In the future, the next research will be carried out on the diversification of functions and
the improvement of detection stability and universality with regard to the anomalous
behaviour that occurs when optical DC current transformers are intelligent.
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ABSTRACT
Background. During the COVID-19 pandemic, the accurate forecasting and profiling
of the supply of fresh commodities in urban supermarket chains may help the city
government make better economic decisions, support activities of daily living, and
optimize transportation to support social governance. In urban supermarket chains,
the large variety of fresh commodities and the short shelf life of fresh commodities
lead to the poor performance of the traditional fresh commodity supply forecasting
algorithm.
Methods. Unlike the classic method of forecasting a single type of fresh commodity,
we proposed a third-order exponential regression algorithm incorporating the block
Hankle tensor. First, a multi-way delay embedding transform was used to fuse multiple
fresh commodities sales to a Hankle tensor, for aggregating the correlation and
mutual information of the whole category of fresh commodities. Second, high-order
orthogonal iterations were performed for tensor decomposition, which effectively
extracted the high-dimensional features of multiple related fresh commodities sales
time series. Finally, a tensor quantization third-order exponential regression algorithm
was employed to simultaneously predict the sales of multiple correlated fresh produce
items.
Results. The experiment result showed that the provided tensor quantization exponen-
tial regression method reduced the normalized root mean square error by 24% and the
symmetric mean absolute percentage error by 22%, compared with the state-of-the-art
approaches.

Subjects Artificial Intelligence, Data Mining and Machine Learning, Data Science, Network
Science and Online Social Networks
Keywords Supply forecasting and profiling, Urban supermarket chains, Multi-way delay
embedding transform, Tensor decomposition, Exponential regression, Social governance

INTRODUCTION
The global epidemic of COVID-19 has had a serious impact on urban livelihoods. Urban
supermarket chains are essential for the supply of urban goods in a social governance
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environmentwhen policies are implemented to prevent and control the epidemic (Ihle, Bar-
Nahum & Jongeneel, 2020; Viljoen & Joubert, 2019). The supply forecasting and profiling
of urban supermarket chains play an indispensable role in social governance.

Fresh produce is a key issue in the forecasting and profiling of urban supermarket
chains (Gibbon, 2003; Dolan & Humphrey, 2000). How to effectively break through the
bottleneck of fresh goods circulation and optimise supply forecasting and profiling is of
great significance for the intelligent operation of urban supermarket chains (Lin & Wu,
2011; McLaughlin, 2004). The value of fresh goods is closely linked to freshness, which is
not only difficult to keep for a long time but also has high transport losses. In addition,
fresh goods have various types and preservation methods, making it difficult for the supply
forecasting and profiling of urban supermarket chains to be carried out efficiently and
scientifically (Ilbery et al., 2004; Boerkamps, Van Binsbergen & Bovy, 2000). A large number
of urban supermarket chains are still making very primary and subjective decisions on
fresh produce supply forecasting and profiling that can not meet the special needs of
urban supermarket chains for fresh produce (Thompson, Newsome & Commander, 2013;
Bourlakis & Weightman, 2008).

Nowadays, the management of urban supermarket chains has changed from simply
maximising the use of existing human and material resources to supply forecasting and
profiling (Ge, Proudlove & Spring, 2004; Aburto & Weber, 2007). Supply forecasting and
profiling are very important aspects of urban supermarket chains (Thompson, Newsome
& Commander, 2013; Bourlakis & Weightman, 2008). Accurate supply forecasting and
profiling of fresh produce can help urban supermarket chains understand consumer
demand and develop more reasonable pricing and promotion plans for fresh produce
(Jiang, Yao & Li, 2021; Chen, Wang & Fu, 2022).

There are two difficulties in supply forecasting and profiling fresh produce in urban
supermarket chains. To address these two difficulties, we propose a tensor quantization
exponential regression algorithm. Firstly, we use tensor decomposition (Ding, Qi & Wei,
2015; Mgale, Yan & Timothy, 2021) to fuse the fresh produce sales volume of multiple
urban supermarket chains. The tensor decomposition technique ensures the correlation
between multiple time series in a high-dimensional space (Cichocki et al., 2016; Cichocki et
al., 2017; Cichocki, 2018). Secondly, the tensorized cubic exponential regression algorithm
is proposed, which adapts to the cyclical nature of the fresh produce sales of urban
supermarket chains. Finally, we achieve parallel computation of forecasting time series of
fresh produce sales for multiple urban supermarket chains.

Traditional supply forecasting and profiling of urban supermarket chains typically use
classical one-dimensional time series forecasting methods (Shukla & Jharkharia, 2011;
Taylor & Fearne, 2009). Classical one-dimensional time series forecasting is used to predict
trends in data by capturing patterns between historical time series data. Common time
series data include commodity sales, stock prices and rainfall (Zhang & Wang, 2021).
Classical one-dimensional time series forecasting methods predict future data trends by
capturing the linear characteristics of historical data. However, they are not as effective for
supply forecasting and profiling of urban supermarket chains (Holt, 2004;Wulff, 2017).
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There are two main improvements in this research area. One is the use of combined
algorithms. Jiang, Yao & Li (2021) combined the multiple linear regression algorithm with
the ARIMA algorithm. Song et al. (2021) combined the SARIMA algorithm with the LSTM
algorithm. Sharma et al. (2020) improved the ARIMA algorithm, and in Chai et al. (2021)
improved the grey algorithm and successfully used it for supply forecasting and profiling
of fresh agricultural products.

In addition, other recent research results have been noticed by researchers. Fattah et al.
(2018) constructed an improved ARIMA algorithm. Sarwar et al. (2021) used LSTM neural
networks for supply forecasting and profiling of urban supermarket chains. Ulrich et al.
(2022) proposed a model selection algorithm for retail supply model selection, which was
used in model selection for supply forecasting and profiling for the diversity of retail.

Since urban supermarket chains have a wide range of fresh goods and a short shelf life.
The existing algorithms do not meet the requirements for parallel forecasting and had a
higher computational cost for predicting the sales of fresh produce. We investigate the use
of tensor quantization exponential regression to solve the problem of supply forecasting
and profiling of fresh produce in urban supermarket chains.

MATERIALS & METHODS
The dataset used in this article was based on Walmart commodities sales. There are 30,491
time series of length 1,941 days in this dataset. The time series were aggregated into three
fresh commodities sales by region. The regions were divided into three states, California,
Texas and Wisconsin. The size of the experimental dataset was 3 rows and 1,941 columns.
The sample of the dataset was shown in Table S1. Each row represented a time series of
one fresh commodity sale. The dataset consisted of three-time series of fresh commodity
sales. Each time series contained 1,941 data, which represented the total amount of fresh
commodities sold in that region on that day. The statistics covered the period from January
29 2011 to May 22 2016, which is a total of 1,941 days. The experiment used the first 1,923
days of fresh commodities sales as input data and the last 28 days as test data.

To solve the problem of supply forecasting and profiling of fresh goods in urban
supermarket chains, we proposed the tensor quantization exponential regression algorithm.
As shown in Fig. 1, historical sales of fresh products in urban supermarket chains are used
as input data. The input data is processed by multi-way delay embedding and transformed
into a high-order Hankle tensor block (Jing et al., 2018). Then, the order orthogonal
iterations are projected into the low-rank space and produce a tensor, called the core
tensor. By using the cubic exponential regression algorithm for the core tensor, the future
core tensor is predicted for fresh goods sales. The future core tensor is transformed into
a Hankle tensor block by inverse high-order orthogonal iterations for future fresh goods
sales.

We train the cubic exponential regression algorithmusing the core tensor of the historical
fresh produce sales, in which we exploit the correlation of multiple time series to improve
the prediction accuracy. The proposed method can be adapted to the supply forecasting
and profiling of fresh commodities in urban supermarket chains to provide guidance for
sales planning.
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Figure 1 Diagram of the third-order exponential regression algorithmwith block Hankle tensor.
Full-size DOI: 10.7717/peerjcs.1138/fig-1

We take the historical sales of fresh produce in urban supermarket chains as input data.
In Fig. 1, X is the historical sales of merchandise in urban supermarket chains and X is a
second-order tensor. A time series of historical sales of fresh produce is a sequence of sales
of fresh produce in chronological order.

In Table S1, X is a second-order tensor consisting of multiple historical sales time series
of fresh produce. Table S1 shows part of the data content and structure of the tensor, with
each row being a historical fresh produce sales. The predicted region is represented by
stated_id column, in which day_n (n = 1,2, . . . ,1,941) represents the fresh produce sales on
the n-th day in kilograms. We obtained three historical fresh produce sales time series by
aggregating X by region. In this article, the main variables are defined as shown in Table 1.

Multi-way delay embedding transform
In this study, we consider low-rankness in the tensor embedding space. To that point,
we extend the delay embedding of time series to a multi-way delay embedding transform
of the tensor. it takes the given tensor as input and outputs a high-rank Hankel tensor.
Then, it recovers the higher-order tensor by a Tucker-based decomposition of the low-rank
tensor. Finally, the estimated tensor is obtained by using the inverse multiplexed delayed
embedding transform of the recovered higher-order tensor.

We transform the data only along the temporal dimension. The reason is the commodity
adjacencies in the non-time dimension are not strongly correlated. It is also possible to
arbitrarily permute the ordering between different time series. Therefore implementing the
multi-way delay embedding transform in all data directions increases the computational
effort, considering that order becomes larger in dimensionality. The proposed algorithm is
able to support the simultaneous implementation of multi-way delay embedding transform
in multiple directions, resulting in higher-order tensors.

In Fig. S1, X represents the historical sales of fresh produce, and the size of X is I ⇥
T. The symbols I and T represent the type of fresh produce in X and the date of sales,
respectively. The symbol Xi is the historical sales of all fresh produce in X at the date
i-th, which is the column vector of X, with values in the range [1,T ]. The symbol Gi, i
=1,2,. . . ,T - ⌧+1, is a transformation from Xi, i =1,2,. . . ,T. The symbol G is the Hankle
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Table 1 Variable definitions.

Symbol definition Description

X Historical sales volume of urban supermarket chains
commodities

S Duplication Matrix
B Core Tensor
⌦ Kronecker product
G Urban supermarket chains commodities volume block

Hankle tensor
⌧ Duplicate matrix size
M (i) i times exponential regression matrix
† Moore–Penrose pseudo-inverse
K Number of iterations of high-order orthogonal iterations

tensor block of historical sales of raw goods, which is a tensor with a special structure. As
shown in Fig. S1, we transform X into G by a multi-way delay embedding transform.

G=H⌧ (X)

= Fold(I ,⌧ ) (X⇥2S).
(1)

In Eq. (1), H⌧ (X) means that the multi-way delay embedding transform is performed
along with the secondmode of X. The mode of a tensor is both the order and the dimension
of the tensor. Since X belongs to RI⇥T , the first and second modes of X are I and T, which
represent the category of fresh goods and the date they were sold, respectively. We only use
the multi-way delay embedding transform on the second mode of X.

The reason is that the correlation between the sales of different types of fresh produce
is usually weaker than the correlation in time. The replication matrix is denoted as S. A
replica matrix is a matrix that is stitched together with multiple unit matrices. The process
of generating a replica matrix is shown in Fig. S2. In Fig. S2, ST is the transpose matrix of
S. The symbol I⌧ denotes a diagonal matrix of size ⌧ ⇥ ⌧ . The symbol I⌧ denotes a diagonal
matrix of size ⌧ ⇥ ⌧ . ST is a matrix consisting of T - ⌧+ 1⇥ I⌧ , which has the size T - ⌧+
1⇥T as shown in Fig. S2.

The mode matrix expansion of a tensor is the process of rearranging the elements of
a tensor and obtaining the mode expansion matrix (Kolda & Bader, 2009). Taking the
Hankle tensor block G of fresh goods sales in Fig. S3 as an example, the mode matrix
expansion process for G 2RI⇥⌧ ⇥(T�⌧ +1) is shown in Fig. S3.

As shown in Fig. S3, the size of G is I ⇥ ⌧ ⇥(T - ⌧+1). The mode-expansion matrix of G
is labelled G(k ), k = 1,2,3. Figure S3 shows the matrix expansion process for the 1-module,
2-module and 3-modules of G(1) 2I ⇥ ⌧ (T - ⌧+1), G(2) 2 ⌧ ⇥I (T - ⌧+1), and G(3) 2I ⌧

⇥(T - ⌧+1). The modal product of a tensor is the multiplication of the modal expansion
matrix of a tensor with another matrix. In Eq. (1), X⇥

2S denotes the 2-modular product
of X. Since X is a matrix, X⇥

2S is equivalent to XST , so X⇥
2S results in a matrix of size I

⇥ ⌧ (T - ⌧+1). The computational procedure of Eq. (1) can be split into T - ⌧+1 matrices
Gi of size I ⇥ ⌧ , i 2[1, T - ⌧+1]. Fold(I ,⌧ )(X ⇥

2S) in Eq. (1) denotes the composition of
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Gi into a vector G. The structure of G is shown in Fig. S1 as a Hankle tensor block of the
historical sales of fresh goods, with size I ⇥ ⌧ ⇥(T - ⌧+1).

High-order orthogonal iterations
According to Eq. (1), G, a third-order Hankle tensor block, is obtained. Compared to the
historical sales of fresh goods X, G has low rank and smoothness in the high dimensional
space. G incorporates all categories of historical sales of fresh goods in X, G can be used
to predict multiple time series simultaneously, thus reducing computational complexity.
As the dimensionality of G increases, the amount of data increases exponentially. In order
to reduce the computational effort, we use high-order orthogonal iterations to compress
the data, which is able to preserve the valid information in the data. Figure S4 shows a
schematic representation of the processing of high-order orthogonal iterations.

High-order orthogonal iterations are a tensor decomposition method, which is a
generalisation of matrix orthogonal iterations to high-dimensional spaces. High-order
orthogonal iterations can be used to solve for the best low-rank approximation matrix
of a tensor. A low-rank approximation is an approximate representation of the original
tensor by a low-rank tensor. We refer to the best low-rank approximation matrix of G as
the core tensor, denoted by B. The symbol Bi represents the core tensor corresponding to
Gi, i ✏ [1, T - ⌧+1]. During high-order orthogonal iterations, we solve for the left singular
vector of the mode expansion matrix to obtain the optimal low-rank approximation of
the tensor. The process of modulo matrix expansion is shown in Figs. S3A–S3C. We solve
the approximation problem for the optimal rank (r1, r2, r3) of G, which is equivalent to
finding the tensor Ĝ2RI⇥⌧⇥(T�⌧+1). The symbol Ĝ satisfies the constraint in Eq. (2).

Ĝ= argminW kG�W kF. (2)

In Eq. (2),W is the loss matrix of G during the low-rank approximation and rank (W )
is equal to (r1, r2, r3).The symbol ||A||F denotes the F-parametrization of A, which is equal

to
⇣Pn

i,j,k |aijk |2
⌘ 1

2 , and aijk denotes the element in tensor A. The n-modular product of a
tensor is the product of each moduli expansion matrix of the tensor and the corresponding
matrix. The symbol Ĝ can be written in n-modular product form, as shown in Eq. (3).

Ĝ=
�
U (1),U (2),U (3)�.B. (3)

In Eq. (3), U (n) is an orthogonal matrix. The tensor B is the core tensor of G, and the
size of B is (U (1),U (2),U (3)). The n-modular product of B is denoted as (U (1), U (2), U (3)),
which is equivalent to B ⇥1U (1) ⇥2U (2) ⇥3U (3). When Eq. (2) is optimised, the objective
function of the high-order orthogonal iterations is obtained as illustrated in Eq. (4).

min
rank(Ĝ)=(r1,r2,r3)

��G� Ĝ
��
F =min

��G�B⇥1U (1)⇥2U (2)⇥3U (3)��
F. (4)

Equation (4) describes a linear least squares problem. It is solved as a least squares
solution of B ⇥1U (1) ⇥2U (2) ⇥3U (3) =G. We use least squares to view the tensor
decomposition as an optimisation problem, which can be resolved optimally byminimising
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the square of the error. Since U (n) is a column orthogonal matrix, B can be described by
the modal product of the tensor as shown in Eq. (5).

B=G⇥1U (1)T⇥2U (2)T⇥3U (3)T . (5)

In Eq. (5),U (n)T is the inverse matrix ofU (n). SinceU (n) is a column orthogonal matrix,
U (n)�1

is equivalent to U (n)T . The symbol G ⇥1 U (1)T ⇥2 U (2)T ⇥3 U (3)T represents the n-
modulus product of G, which is the product of each modulus expansion matrix of G and
the corresponding U (n)T .

The singular value decomposition of matrices is very important in matrix calculations.
Assuming that our matrix A is an m ⇥n matrix, then ATA is a square matrix. We find its
eigenvalues and eigenvectors are (ATA) vi = �i vi. The eigenvectors v of the matrix ATA,
which is consist of n eigenvalues, can be obtained. Because ATA =V 6TU TU 6V T =V
6T 6V T =V 62V T, eigenvectors v can be expanded a n ⇥n matrix V, in which each
eigenvector is called the right singular vector of the matrix A. Similarly, (AAT) ui = �iui,
the matrix U can be obtained.

When U and V have been obtained, the matrix 6 is the final step of singular value
decomposition. Since 6 is a matrix of singular values, it is only necessary to find each
singular value � . On the basis of A =U 6V T, AV =U 6V TV, AV =U 6, Av i = � i ui, � i

=Av i/ui, in fact, the eigenvalue matrix6 is equal to the square of the singular value matrix,
which means that the eigenvalues and singular values satisfy the following relationship, � i

=(�i)1/2.
The higher-order singular value decomposition is an extension of the matrix singular

value decomposition algorithm to the tensor (Miao, Qi & Wei, 2020; Zhang & Han, 2019),
which is the process of decomposing the original tensor into smaller core tensors. The
higher-order singular value decomposition of G is shown in Eq. (6).

G(k) =D(k)
X(k)

V (k)T,k = 1,2,3 (6)

In Eq. (6), G (k ) is the k-modulus expansion matrix of the tensor G. The process of
expanding the modulus matrix of a tensor is shown in Fig. S2. The symbols D(k ) and V (k ),
k =1,2,3, are the matrices consisting of the left and right singular vectors of G(k ),
respectively. The elements on the diagonal of the matrix 6(k ), k =1,2,3, are called the
singular values of G (k ).

In Eq. (6), the sizes of D(k ), k =1,2,3, are I ⇥I, ⌧ ⇥ ⌧ , and (T - ⌧+1) ⇥(T - ⌧+1). For a
given core tensor of size r1 ⇥r2 ⇥r3, where r1 I, r2  ⌧ , and r3 = T - ⌧+1, the higher-order
singular value decomposition of the tensor can be dimensionally reducible. We take the
first r1, r2, and r3 the left singular vector corresponding to the largest singular value of
G(k ) to obtain U (k ), k =1,2,3, which is called the truncated higher-order singular value
decomposition. The sizes of U (k ) are I ⇥r1, ⌧ ⇥r2, and (T - ⌧+1) ⇥(T - ⌧+1). To speed up
the convergence of solving the core tensor, we use U (k ), k =1,2,3, as the initial value for
the high-order orthogonal iterations. Table S2 shows the computation of the high-order
orthogonal iterations with G as the solution object.

In Table S2,
N

denotes the Kronecker product. For example, the Kronecker product of
a matrix A of size m1 ⇥m2 and a matrix C of size n1 ⇥n2 is shown in Eq. (7). The size of
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the result of A
N

C is m1n1 ⇥m2n2.

A⌦C =

2

64
a11B L a1m2B
M O M
am11B L am1m2B

3

75. (7)

Tensor quantization cubic exponential regression algorithm
We train a tensorised cubic exponential regression directly on the core tensor to predict the
new core tensor, which not only reduces the computational effort as the core tensor size is
smaller. In addition, it improves prediction accuracy by exploiting the interrelationships
between multiple time series in the model construction process. Existing tensor models all
constrain the mapping matrix in the direction of each data dimension. We only relax the
constraints in the time dimension. This approach better captures the intrinsic correlation
between the series. At the same time, the tensorization of the cubic exponential regression
algorithm makes it possible to deal directly with multidimensional data, so the core tensor
is necessary to achieve tensor computation.

The cubic exponential regression is an improvement on the primary and the quadratic
exponential regression algorithms. It adds additional seasonal information over primary
and quadratic exponential regression, which is more applicable to seasonal variation time
series. The exponential regression adds seasonal information that is more applicable to
seasonally varying time series. Seasonality is necessary for the cubic exponential regression
forecasting algorithm. Non-seasonal series cannot be predicted by this method. the
predictive strength of cubic exponential regression is related to the stability of the historical
data. If there is a seasonal pattern in the historical data, the algorithm is able to capture the
pattern well, otherwise, there will be a large error.

The cubic exponential regression consists of three components: the smoothing
coefficient, the trend value and the seasonal component. They are the three important
elements of seasonal information. If a time series repeats itself at a certain interval, then
this interval is called a season. This time series is then seasonal. The seasonal length is the
number of data points within a cycle of change in the series. Each point in each season is a
component of seasonality.

The tensor quantization cubic exponential regression algorithm is able to predict future
demand for fresh produce based on the core tensor of historical sales of fresh produce
in urban supermarket chains. Compared with the classical cubic exponential regression
algorithm, the tensor quantization cubic exponential regression algorithm is not only able
to predict multiple categories of fresh produce sales simultaneously but also to find the
correlation between multiple time series, thus improving the prediction accuracy. Figure
S5 shows a diagram of the tensor quantization cubic exponential regression algorithm
calculation.

The cubic exponential regression algorithm is to perform another exponential smoothing
on the quadratic exponential smoothing, which corrects the predicted values of the
quadratic exponential smoothing. The prediction results can adequately reflect the
cyclicality of the demand for fresh commodities in urban supermarket chains. Our
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proposed tensor quantization cubic exponential regression algorithm is shown in Eq.
(8).
8
><

>:

M (1)
i = ↵Bi+(1�↵)M (1)

i�1
M (2)

i = ↵M (1)
i +(1�↵)M (2)

i�1
M (3)

i = ↵M (2)
i +(1�↵)M (3)

i�1

. (8)

In Eq. (8), ↵, 0<↵<1, is the regression coefficient in the tensor quantization cubic
exponential regression algorithm. The symbol B 2 Rr1⇥r2⇥(T�⌧+1) is the input data to the
tensor quantization cubic exponential regression algorithm. As shown in Fig. S5, B can be
viewed as a time series of historical fresh produce sales consisting of Bi. The symbol Bi. is
the core tensor of historical fresh produce sales for urban supermarket chains at the time
i, and the size of Bi is r1 ⇥r2. The symbols M (1)

i , M (2)
i , and M (3)

i are matrices obtained by
subjecting Bi to primary, secondary, and tertiary exponential regression.

We use the tensor quantization cubic exponential regression algorithm to solve for the
core tensor of fresh goods sales on the future m day, named BT̂+m, T̂ = T - ⌧+1. Because
the cubic exponential regression algorithm reflects the linear relationship between the
input data and the exponential regression values, we can use the tensor quantization cubic
exponential regression algorithm for B as shown in Eq. (8). It is a special kind of weighted
average analysis method. The symbol BT̂+m is calculated as in Eq. (9).

BT̂+m = aT̂ +bT̂m+ 1
2
cT̂m

2. (9)

In Eq. (9), m is a positive integer and is equal to or greater than 1. The symbols aT̂ , bT̂ ,
and cT̂ can be obtained by Eq. (10).
8
>>><

>>>:

aT̂ = 3M (1)
T̂ �3M (2)

T̂ +M (3)
T̂

bT̂ = ↵

2(1�↵)2

h
(6�5↵)M (1)

T̂ �(10�8↵)M (2)
T̂ +(4�3↵)M (3)

T̂

i

cT̂ = ↵

(1�↵)2

h
M (1)

T̂ �2M (2)
T̂ +M (3)

T̂

i. (10)

Reverse high-order orthogonal iterations
Reverse high-order orthogonal iterations are the inverse of high-order orthogonal
iterations. The symbol BT̂+m need to be converted into a Hankle tensor block GT̂+m
for fresh merchandising by reverse high-order orthogonal iterations. Figure S6 shows a
diagram of the conversion of BT̂+m to GT̂+m.

The size of BT̂+m is r1 ⇥r2 in Fig. S6 and is transformed into the Hankle tensor block
of fresh commodities sales GT̂+m at the corresponding moment by the reverse high-order
orthogonal iterations. Equation (11) is the formula to get GT̂+m.

GT̂+m =BT̂+m⇥1U (1)⇥2U (2). (11)

In Eq. (11), U (n), n =1,2, is the U (n), n =1,2,3, from Eq. (4). Since the tensor BT̂+m
has only two modes, we take only the U (n), n =1,2, on the corresponding mode for inverse
high-order orthogonal iterations.U (n) is defined as in Eq. (5). The magnitudes ofU (1) and
U (2) are I ⇥r1 and ⌧ ⇥r2, respectively. According to Eq. (11), the magnitude of GT̂+m is I
⇥r.
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Reverse multi-way delay embedding transform
According to the structure of Fig. 1, GT̂+m must undergo a reverse multi-way delay
embedding transform to obtain the forecast of fresh produce sales at the time T̂ +m, which
contains the forecast of all types of fresh produce sales at the time T̂ +m. The reverse
multi-way delay embedding transformation process is shown in Fig. S7. Equation (12)
demonstrated reverse multi-way delay embedding transform.

X̂ =H�1
⌧

�
Ĝ

�

=Unfold(I ,⌧ )

�
Ĝ

�
⇥2O†.

(12)

In Eq. (12), the Hankle tensor block for fresh goods sales Ĝ consists of G and GT̂+m.
The data structure of Ĝ is shown in Fig. S8, with a size is I ⇥ ⌧ ⇥(T - ⌧+2). The operator
† denotes the Moore–Penrose generalised inverse. The symbol O denotes the replication
matrix and the structure of OT is shown in Fig. S8. In Fig. S8, I⌧ is a diagonal matrix of
size ⌧ ⇥ ⌧ , as shown in Fig. S3. OT is a replica matrix consisting of T - ⌧+2 times I⌧ of size
(T+ 1) ⇥ ⌧ (T - ⌧+1). The formula for O† is (OTO)�1OT , and the size of O† is also (T+ 1)
⇥ ⌧ (T - ⌧+1).

In Eq. (12), H�1
⌧ is the inverse function of H⌧ . The symbol Unfold(I ,⌧ )(Ĝ) denotes the

expansion of Ĝ, which is illustrated in Fig. S9. In Fig. S9, Unfold(I ,⌧ )(Ĝ) represents the
Hankle tensor block Ĝ for fresh produce sales expanded into a matrix R, R 2I ⇥ ⌧ (T -
⌧+2). X̂ is the 2-module product of R and O†. The fresh produce sales X̂ are composed of
historical sales X and sales forecasts XT̂+m at the moment in time T̂ +m. The structure of
X̂ is shown in Fig. S10.

RESULTS
The experiments were performed on a Windows system. We used an RTX2060 graphics
card, which has 6G of videomemory. The programming language used was Python, version
3.7.3. The dataset we used was based on the Walmart fresh produce sales public dataset,
aggregating 30491 time series of length 1,941 by region into three fresh produce sales time
series. The regions are divided into California, Texas andWisconsin. The size of our dataset
is three rows and 1,941 columns. In Fig. S11, the horizontal axis represents the date, from
day 1 to day 1,941. The vertical axis represents the volume of fresh commodities sold.
The red line, the yellow line, and the grey line show the trend in daily sales of all fresh
commodities in California, Texas, and Wisconsin. Each time series contains 1,941 data,
each representing the total amount of fresh produce sold in that region on that day. The
statistics cover a total of 1,941 days from January 29, 2011, to May 22, 2016. We used the
first 1,923 days of fresh produce sales as input data and the last 28 days as test data.

Evaluation metrics
The evaluation metrics of the experiment were evaluated using the Symmetric Mean
Absolute Percentage Error, Normalized Root Mean Square Error and R-squared (Estrada
et al., 2020; Kong et al., 2022a; Kong et al., 2022b; Memic et al., 2021). The abbreviations
were SMAPE, NRMSE and R2 (Chicco, Warrens & Jurman, 2021; Zhu et al., 2022).
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Equation (13) was the formula of SMAPE.

SMAPE= 1
n

nX

i=1

��ŷi�yi
��

���ŷi
���

��yi
���/2

(13)

Equation (14) was the formula of NRMSE.

NRMSE=

q
1
N

PN
i=1

��yi� ŷi
��2

ymax �ymin
(14)

Equation (15) was the formula of R2.

R2 = 1�
Pn

i=1
�
yi� ŷi

�2
Pn

i=1
�
yi�y

�2 . (15)

In Equations (13)–(15), n indicates the number of days of test data. The symbol yi
indicates real fresh produce sales. The symbols ymax and ymin denote the maximum and
minimumvalues, respectively. The symbol ŷi denotes the predicted value of raw commodity
sales for the proposed tensor quantization exponential regression algorithm. The values of
SMAPE, NRMSE and R2 are all in the range of 0 to 1 (Zhang et al., 2016). When the values
of SMAPE, NRMSE, and R2 are closer to 0, 0, and 1, the proposed method is more effective
in prediction.

High-order orthogonal iterations number selection
The loss function generally refers to the error between the predicted and true values of a
single sample. The individual cost function generally refers to the error between a single
batch or the entire training set and the true value (Zhou et al., 2017). In practice, the loss
function refers to the overall situation. In the absence of overfitting, the goal is to minimise
the loss function, with a smaller loss indicating that the predicted value is closer to the
true value. Since the loss function is a direct calculation of the batch, the returned loss is a
vector of dimensional batch size.

During the computation of the proposed tensor quantization exponential regression
algorithm for the high-order orthogonal iterations method, we compared the magnitude
of the loss values under different K in order to select the optimal number of iterations K.
The F-norm in Eq. (2) is loss, as shown in Eq. (16).

loss= kW kF
=

��G� Ĝ
��
F.

(16)

In Eq. (16),W and G are the loss matrix and the historical core tensor of fresh produce
sales, respectively. The value of loss is normalised by using a deviation normalisation, as
shown in Eq. (17).

loss⇤i = lossi� lossmin

lossmax � lossmin
. (17)

In Eq. (17), loss⇤i , lossmin, and lossmin are the normalised values, the maximum value,
and the minimum value of lossi, for a given high-order orthogonal iterations K. In our
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Figure 2 Loss values.
Full-size DOI: 10.7717/peerjcs.1138/fig-2

comparison, the values of K range from 1 to 10. Therefore, the value of i from [1,10] in
Eq. (17). Figure 2 illustrates the normalised loss value versus the number of iterations.

We chose Eqs. (16), (17) as the loss function for the proposed method based on the
subject under study. Equations (16), (17) are the more commonly used loss functions.
The error curve is characterised as smooth, continuous, and derivable. Therefore, the
gradient descent algorithm can be used to find the minimum value of the loss function.
In addition, the gradient of the error curve decreases as the error decreases. It facilitates
the convergence of the function. Even at a fixed descent gradient, the loss function can be
minimised relatively quickly. Equation (16) has a special property. When the difference
between G and Ĝ is too large, it increases error. Equation (16) imposes a larger penalty for
larger errors and a smaller penalty for smaller errors. The proposed model will be more
biased towards larger penalties. If there are outliers in the sample, Eq. (17) assigns higher
weights to the outliers.

In Fig. 2, the horizontal axis represents the process of changing the value of the number
of iterations K, K 2 [1,10]. The vertical axis is the normalised loss value loss⇤. As the value
of K decreased from 1 to 6, the value of loss⇤ decreased. When K was 6, loss⇤ took a very
small value of 0.10245697. When K was greater than 6, the value of loss⇤ oscillated over
a wide range. Since the smaller loss⇤ the smaller the loss in tensor decomposition, K was
taken to be 6 in this article.

Regression factor selection
In Eq. (8), we need to determine the value of the smoothing coefficient ↵, 0<↵<1, to
implement the tensor quantization cubic exponential regression algorithm. The ↵ value is
chosen subjectively, with larger values indicating a greater weighting of more recent data
in the prediction of the future. When the time series is relatively smooth, ↵ is taken as a
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smaller value. It is possible to ignore the effect of the value of ↵ on future forecasts. The
↵ is generally determined by first making an approximate estimate based on experience.
When the time series is relatively smooth, the chosen ↵ value is between 0.05 and 0.20.
When the time series is volatile, but the long-term trend does not change significantly, the
chosen ↵ value is between 0.10 and 0.40. When the time series is highly volatile and the
long-term trend is significant upward or downward, the ↵ value chosen is between 0.60
and 0.80. When the time series is a typical upward or downward series, which satisfies the
additive model, the ↵ value chosen is between 0.60 and 1.

The standard error of prediction under different values of ↵ is then compared through
a multiple experiment process and the ↵ value with the smallest error is chosen. We
determined the value of ↵ by comparing the magnitude of the NRMSE corresponding
to different values of ↵. The results of the NRMSE comparison are shown in Fig. 3. In
Fig. 3, the horizontal and vertical axes represent the value of ↵ and NRMSE, respectively.
When ↵ was equal to 0.01, the NRMSE of the cubic exponential regression algorithm
and the proposed tensor quantization exponential regression algorithm both obtained the
minimum value. Therefore, the smoothing coefficient ↵ was chosen to be 0.01.

Analysis of experimental results
Tables S3 and S4 show the values of NRMSE and SMAPE for predictions on the test data,
using the cubic exponential regression algorithm and the proposed tensor quantization
exponential regression algorithm, respectively.

From Tables S3 and S4, it was demonstrated that the proposed tensor quantization
exponential regression algorithmhad the bestNRMSE and SMAPE for the prediction results
in California, Texas, and Wisconsin. The NRMSE of the proposed tensor quantization
exponential regression algorithm was reduced by 0.0261, 0.0518, and 0.0387, for the test
data in California, Texas, andWisconsin. As shown in Table S4, the SMAPE of the proposed
tensor quantization exponential regression algorithm was reduced by 0.0468, 0.0281, and
0.0075, for the test data from California, Texas, and Wisconsin.

We also aggregated the Walmart merchandising dataset by type of fresh produce and
shop location. Then, we randomly selected ten fresh produce merchandising time series
from the aggregated data. The ten fresh produce items are shown in Table S5, in which
each fresh produce sales time series represents the same-day sales of one fresh produce in
one shop. We used the first 1841 days and the last 100 days of fresh produce sales in the
dataset as the input data and the validation data for the proposed method, respectively.

We used the proposed tensor quantization exponential regression algorithm and
the cubic exponential regression algorithm for the last 100 days of fresh produce sales
prediction, respectively. As shown in Table S5, the NRMSE of the proposed tensor
quantization exponential regression algorithm is smaller than the classical cubic exponential
regression algorithm for all ten randomly selected fresh produce sales.

Figure 4 shows the actual and predicted values of the total sales of fresh produce based
on the proposed method. In Fig. 4, the actual total sales of fresh produce are the total value
of the daily sales of the ten fresh produce mentioned above. The total sales forecast for fresh
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Figure 3 Comparison of NRMSE.
Full-size DOI: 10.7717/peerjcs.1138/fig-3

Figure 4 Comparison of true and predicted total sales of fresh commodities.
Full-size DOI: 10.7717/peerjcs.1138/fig-4
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produce is the sum of the daily sales forecasts for the mentioned above ten fresh produce.
The forecasts range from the day 1842 to the day 1941, in a total of 100 days.

Model comparison
We also compare the values of NRMSE, SMAPE and R2 of the prediction results of ARIMA,
VAR, MOAR, XGBoost, and deepAR for different proportions of the training set, as shown
in Fig. S12.

As shown in Fig. S12, the horizontal axis represents the training set proportions.
The vertical axes of (Figs. S12A–S12C) represent NRMSE, SMAPE, and R2 in sequence.
For different training set proportions, NRMSE, SMAPE, and R2 of the proposed tensor
quantization exponential regression algorithm outperformed the existing ARIMA, VAR,
MOAR, XGBoost, and deepAR. Furthermore, in Fig. S12, NRMSE, SMAPE, and R2 all
performed worse, when predicted by ARIMA, VAR, MOAR, XGBoost, and deepAR in
the smaller proportions of the training set. In contrast, the proposed tensor quantization
exponential regression algorithm had better performance for NRMSE, SMAPE, and R2 in
the smaller proportions of the training set.

CONCLUSIONS
A tensor quantization exponential regression algorithm was proposed for the supply
forecasting and profiling of fresh goods in urban supermarket chains. In the proposed
method, we first combined the tensor and cubic exponential regression algorithm models.
Secondly, we tensorized the cubic exponential regression algorithm to predict multiple time
series simultaneously and also improved the accuracy of the prediction. Finally, we used
the Wal-Mart produce sales dataset as the experimental validation dataset. By comparing
the proposed method with the existing ARIMA, VAR, MOAR, XGBoos, deepAR, and cubic
exponential regression algorithms, the experimental results showed that the proposed
method not only outperformed the above six existing methods but was also more stable.

In fact, the importance of supply forecasting is self-evident to individual consumers
and caterers, as well as to other brick-and-mortar industries, services, and e-commerce,
for social governance. Urban supermarket chains are key to reducing costs, improving
efficiency and ensuring the quality and consistency of fresh commodities. The short
shelf life of fresh commodities makes supply forecasting particularly important in the
transport and distribution of fresh food. To achieve freshness, fresh commodities need
to reach consumers quickly. The smaller the stock, the better supply forecasting, as fresh
commodities are expensive to obtain in terms of freshness and safety. As a bridge between
farmers and caterers, urban supermarket chains are centered on matching supply and
demand. The ability to forecast the supply chain of fresh commodities determines the core
competitiveness of urban supermarket chains in the future.
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ABSTRACT
This study aims to investigate the factors that perceive citizens’ intention to adopt
smart city technologies in the Arab world. A self-administered questionnaire that
included 312 end users as citizens in Amman, Jordan’s capital city, was used in this
study. This study uses advanced statistical techniques to test an expanded technology
acceptance model (TAM) that incorporates the determinants of perceived
usefulness, perceived ease of use, security and privacy, ICT infrastructure and
inadequate Internet connectivity, social influence, and demographic profiles. Based
on the results, perceived ease of use and ICT infrastructure and Internet connectivity
showed positive association with the intention of citizens to adopt smart city services
in Jordan. By recognizing the factors that predict citizens’ adoption of smart city
services, this study presents some theoretical implications and practical consequences
related to smart city service adoption.

Subjects Artificial Intelligence, Data Mining and Machine Learning, Data Science, Sentiment
Analysis
Keywords User acceptance, Technology acceptance model, Smart city, Adoption, Jordan

INTRODUCTION
The term smart city has been used and repeated in numerous studies since 2010, covering
different embodiments of the city, comprising of ‘intelligent city,’ ‘the digital city,’ ‘the
sustainable city,’ ‘the ubiquitous city,’ and ‘the knowledge city’ (Han & Kim, 2021).
However, the diverse meanings of the concept of a smart city and digital city among the
most frequently used terms to identify and define the technological and smart capability of
a city in the plurality of research studies. However, these smart capabilities and
technologies have not been applied in accordance with a particular meaning (Cocchia,
2014). In addition, sustainable projects of development for adopting smart cities in
developing countries have faced boundaries and challenges (Vu & Hartley, 2018; Tan &
Taeihagh, 2020). Hence, this study focuses on adopting smart cities in developing
countries, that is undertaking a study to investigate and identify these challenges and the
possible opportunities of enabled 5G technologies. This contributes to exploring the
various aspects of rapid urbanization and the changes that can be accommodated through
the use and activation of these technologies.
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Previous studies on smart city adoption have focused on technology adoption and
engagement (Granier & Kudo, 2016; Han & Kim, 2021), ignoring the revolution of
information and communication technology (ICT). Thus, the factors studied in this study
may be beneficial in investigating adoption and acceptance from user intention of smart
city technologies, as rigorous empirical evidence studies of smart city adoption from the
intention behavior of citizens in the Arab nation is still yet to engender (Aina, 2017;
Shareeda, Al-Hashimi & Hamdan, 2021). This study is among the leading empirical
evidence of studies that concern citizens’ behavioral intention towards smart cities’
concept of adoption in Jordan. Jordan has made very slow progress in the domain of
development projects of smart cities recently (Bazazo, Alananzeh & Alrefaie, 2022), which
has substantial implications for managerial staff, policymakers, and researchers in the
region. In addition, further study on the adoption and engagement frameworks of smart
cities is rigored cross cultures. Thus, investigating the factors that lead to adoption and
acceptance of smart city development in Amman, Jordan’s capital city is crucial to
understand the potential of smart technologies in developing countries, particularly in the
Arab world (i.e., Jordan context).

This study makes numerous significant empirical and theoretical contributions to
studies on IT. First, it utilizes the technology acceptance model (TAM) and the unified
theory of acceptance and use of technology (UTAUT) model to explore and investigate
end-users’ (Jordanian citizens) decisions to adopt and accept smart cities in a developing
country (Jordan as a case study), which has not been broadly explored and mentioned in
previous studies. Second, we add five constructs–perceived usefulness, perceived ease of
use, security and privacy, ICT infrastructure, and inadequate Internet connectivity and
social influence–into the TAM model, including demographic profiles, to obtain a better
realization of the role of these diverse items on citizens’ behavioral intentions to adopt and
accept smart cities. Third, this study contributes to expanding the knowledge and science
in this area by investigating whether the effect of extended TAM on smart cities might be
moderated by gender, age, monthly household income, ICT knowledge, and education of
citizens as end users. Finally, the results of this study will influence decision makers
concerned with boosting and stimulating smart city technologies among Jordanian people.
The prime objective of this study is to explore user adoption and acceptance by citizens in
Amman, Jordan’s capital city, based on their current experience with smart technologies
delivered in their lives. To achieve this, we conducted a literature review of smart city
development, built a proposed research model based on the extended TAM model and
hypotheses development, and posed the following research questions: (i) what are the key
factors contributing to the failure or hindrances of adoption of smart city technologies and
development in developing countries? (ii) Are there barriers to the acceptance of
technologies of smart city that can be brought to citizens in developing countries based on
citizens’ perspectives?

The following sections of this paper are organized as follows. The next section reviews
the relevant literature. This is followed by the development of the hypotheses and this
paper proposed model. A section on the research methods is then presented. The results of
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this study are then presented and discussed. Finally, the paper outlines contributions,
limitations, and future work for further study in the final section.

RESEARCH BACKGROUND
Smart city adoption and development in Amman, Jordan’s capital city
The Greater Amman Municipality plan to transform Amman into a smart city starts in
2023. By reviewing the literature, it becomes clear that Jordan is still a novice in the field of
smart cities; there are very few studies on smart city development in Jordan (Shaqrah,
2019; Fernandez-Anez et al., 2020). Some researchers have proposed smart projects that
can fit the smart city if employed. Researchers (Tahat et al., 2018; Shaqrah, 2019) presented
an environmental project to perform real-time measurements onboard a moving vehicle.
However, no study has addressed the main challenges of readiness.

The Greater Amman Municipality, which is the official authority responsible for
implementing the smart city, has published a roadmap to the smart city following a step-
by-step approach, as shown in Fig. 1. The first step is to estimate needs and available
capabilities, then decide the required technical issues, and finally define the smart city.

In terms of readiness, the roadmap explicates the faces of the challenges to achieve this
vision. The main reported challenges are population growth, growing traffic congestion,
human resource capabilities for smart solutions, and global and regional economic
challenges.

Figure 1 Amman’s smart city roadmap (cited from Modee Government Jordan (2021)).
Full-size DOI: 10.7717/peerj-cs.1289/fig-1
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The vision of this smart city includes five pillars: smart mobility, energy, environment,
public safety, and public health. A smart city should be implemented in two phases, each
containing a number of projects that satisfy these pillars. The key enablers of these projects
include infrastructure and data analytics, governance and regulation, outreach, funding,
financing, and talent/human resources.

Factors affecting the adoption of smart cities: technology acceptance
model (TAM)
Various studies have recommended and observed several models to investigate the key
determinants of adoption and development of information technology (IT). The TAM is
considered one of the best models proposed in the IT adoption literature (Davis, 1989).
Perceived usefulness and ease of use are the two main factors that influenced the original
TAM (Davis, 1989).

Perceived usefulness and enjoyment
The acceptance and participation of the population is the most important factor in the
success of technology initiatives (Li et al., 2018). It can be considered that the article of
“Perceived Usefulness, Perceived ease of Use, and User Acceptance of Information
Technology” (Davis, 1989) is the basis of the technology acceptance models. Perceived
usefulness can be defined as the belief of people that a particular system will improve their
work performance. The acceptance and interaction of citizens with ICT and Internet of
Things (IoT) have been examined by many studies from different countries to study the
possibility of moving to the stage of smart cities. Chaiyasoonthorn, Khalid & Chaveesuk
(2019) examined the importance of perceived usefulness on retention behavior in
Thailand. Lin et al. (2019) and Zavratnik et al. (2020) addressed the development of smart
cities by considering the well-being of residents from various aspects. Therefore, we
propose the following hypothesis:

HC1: Perceived usefulness has a positive relationship with Jordanian users’ intentions to
adopt smart city services.

Perceived ease of use
According to Davis (1989), perceived ease of use is defined as less effort required by people
to use a new system or technology. It is observed that the ease of use is one of the key issues
regarding the adoption of smart cities (Ismagilova et al., 2019). Lytras & Visvizi (2018)
attempted to answer the question of who uses smart cities and what are their reservations
regarding the ease and efficiency of its use. They identified that even the most educated
users expressed serious concerns regarding ease-of-use issues. It is emphasized that the
complexity of a particular system would become a disincentive that discourages the
adoption of any innovation (Ooi et al., 2011). Mohamudally & Armoogum (2019) studied
the factors that affected different items regarding smart cities in Mauritius, including
perceived ease of use, and inferred the same results. Thus, we propose the following
hypothesis:

HC2: Perceived ease of use has a positive relationship with Jordanian users’ intention to
adopt smart city services.
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The extended model of TAM and the hypotheses development
Security and privacy
Security is a dynamic concept that includes an attempt to prevent direct or indirect
physiological or digital harm that affects the life of the smart city population. Braun et al.
(2018) discussed the main five security challenges in smart cities: data sharing and mining,
mashup data, cloud security, secondary use of collected data, and threats of artificial
intelligence. The main challenge is to ensure interoperability between devices while
maintaining secure and private services (Ejaz & Anpalagan, 2019). A smart city consists of
four layers: perception, network, service, and application. Each layer has its own security
issues and the proposed solutions. For instance, the perception layer suffers from DoS and
routing attacks, whereas the network layer suffers from various attacks owing to the
diversity of its protocols. The service layer relies on cloud computing, which requires
secure processing to maintain scalability, availability, and immutability. Rao & Deebak
(2022) reviewed different threats and techniques to address the main security challenges in
smart cities. Thus, we propose the following hypothesis:

HC3: Security and privacy have a positive relationship with Jordanian users’ intentions
to adopt smart city services.

Social influence
Social influence can be defined as the extent to which an individual perceives that
significant others think the person should use the new technology (Chang, Wang & Wills,
2020). In the initial adoption stage, opinions expressed by reference groups have greatly
influenced individual’s beliefs. Reference groups include the opinions of experts, close
friends, and family, in addition to mass media such as the Internet and TV. Studies prove
that simply knowing that others are using an innovation is enough to motivate a person to
use and adopt it (Schepers & Wetzels, 2007). Studies in social psychology also indicate that
being aware that others are performing a particular behavior can directly influence our
behavior (Chatterjee, Sarker & Valacich, 2015; Kulviwat, Bruner & Al-Shuridah, 2009;
Talukder & Quazi, 2011). Studies have also shown that people tend to join groups that are
similar to themselves, and the more they are in a group, the more they participate in what
others participate (Hafer & Ran, 2016). Therefore, we propose the following hypothesis:

HC4: Social influence has a positive relationship with Jordanian users’ intention to
adopt smart city services.

ICT infrastructure and inadequate Internet connectivity
Smart infrastructure has become an essential solution for urbanization problems, which
requires to employ ICT to be more effective and sustainable (Serrano, 2018). Balakrishna
(2012) analyzed the potential of smart mobile devices based on embedded sensors. Three
main smart infrastructure indicators were proposed: awareness of the real world by
capturing and analyzing big data, knowledge engineering that generates exploitable
knowledge from big data, and interconnection, which proposes a network for data-driven
knowledge exchange across all areas of the city. This can be compared to the concept of
urban metabolism, which suggests the strict control and monitoring of city inputs to
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achieve faster sustainability outcomes (Allan, 2020). Kuberkar & Singhal (2020) identified
that the existence of conductive infrastructure was necessary for commuters to use a public
transport chatbot within a smart city (Costales, 2022). Different studies and theories
discussing infrastructure regarding smart transformation and smart cities are entailed in
study by Dirsehan & van Zoonen (2022). Thus, we propose the following hypothesis:

HC5: ICT infrastructure and Internet connectivity have a positive relationship with
Jordanian users’ intentions to adopt smart city services.

Demographic variables
The determination of users’ acceptance of technology is an ongoing administrative
challenge owing to the diversity of technology forms, uses, and applications (Schwarz,
2007). The unified theory of UTAUT (Venkatesh, 2003) has listed a group of constructs
and moderators such that researchers can assess the willingness and intention of the
targeted class towards the proposed system. Constructs included effort expectancy, social
influence, facilitating conditions, and performance expectancy. In contrast, the moderators
included experience, age, and gender.

UTAUT was developed for the organizational context to determine the user’s behavioral
intention within the same organization. However, the constructs and moderators inside
one organization are limited to wider environments that may have several types of tasks
and more complex interactions (Brown, 2006). Therefore, UTAUT2 (Venkatesh, Thong &
Xu, 2012) was developed based on the UTAUT. UTAUT2 adds three new determinants
which include: habit, price value, and hedonic motivation. However, UTAUT2 still suffers
from some limitations in determining the acceptability of emerging technologies with
more complex characteristics. In this study, we considered five demographic
characteristics: gender, age, education level, monthly income, and ICT experience.

Gender challenges in the attitude toward computers and the Internet have been
addressed in several studies. For instance, a difference was observed in the feelings of
students of the two genders toward computers (Qureshi & Hoppel, 1995). Moreover,
differences were observed in computer skills, where males appeared to have better skills
than females (Harrison & Rainer, 1992). However, studies have shown that women are
more amenable to technostress and computer anxiety than men (Igbaria & Chakrabarti,
1990). Recently, it was observed that boys have more interest in computers than girls
during adolescence, but these changes occur in the advanced age stages (Lee et al., 2019).
On the other hand, males showed better computer efficacy and comfort than females.

In the case of Jordan, Aljaraideh & Al Bataineh (2019) studied the barriers to utilize
online learning in Jordan and observed that females tended to face more barriers than
males. In an interesting cross-national study by Ameen, Willis & Shah (2018) addressed the
gap between the use and adoption of smartphones in the UAE and Jordan. The results
showed that only Jordanian men realized the usefulness of their smartphones and mobile
applications. Although both genders in the UAE were aware of this point, however females
showed lesser awareness than males. This is attributed to the fact that Jordanian women
use less smart devices and are therefore less aware of their usefulness. In terms of ease of
use, the results explained that there were no major differences between the two countries,
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where all participants agreed that the effort needed to use smartphones is greater, except
for Jordanian males. Regarding enjoyment, while females use smartphones less than males,
they achieved similar results to males in both countries. Females place great emphasis on
the pleasure associated with their use. In an unexpected result, the influence of the Arab
culture that favors face-to-face meetings is unimportant to Emirati men because they are
the highest users of smart devices in the Arab world. In terms of the habit effect on the
behavioral intention of consumers, the results showed that, in contrast to the UAE, there
are no significant differences in Jordan.

With the rapid growth of people in developed countries, it is important to care about the
quality of electronic services used in daily life to preserve society from segregation by age
and to ensure a better life, particularly for the elderly. Although the skills of older people in
using technology are improving over time (Šimonová et al., 2017; Thomas et al., 2021;
Álvarez-Dardet, Lara & Pérez-Padilla, 2020), the age gap is still an important factor in the
use of electronic services and may cause digital inequality (Wagner, Hassanein & Head,
2010). Having age as a moderator increases the explanatory power of TAM. The age of
consumers is particularly useful in explaining the differences in smart city adoption
behavior (Chung et al., 2010).

In a large and diverse sample, Lee et al. (2019) indicated that there were differences in
attitudes toward computers based on age, where older adults reported less comfort and
effectiveness in using computers than younger adults. Meanwhile, there is a group effect
(year of birth). In general, attitudes are more positive among recent birth cohorts.

Popova & Zagulova (2022) asserted that the use of technology gap increases with age,
and therefore, there was a need to continue digital literacy to implement smart cities like
Australia (Thomas et al., 2021). On the contrary, age was observed to have a negative
impact on the relationship between performance expectation and facilitating condition
owing to its influence on device availability and knowledge. According to Worldometer
(https://www.worldometers.info/world-population/jordan-population/), the median age
of Jordanians is 23.8 y. Meanwhile, Al-Jamal & Abu-Shanab (2015) observed that older
Jordanian citizens have less intentions to use e-government than younger citizens.

In Jordan, the literacy rate is approximately 98.23%, as asserted by different resources
(Mahasneh et al., 2021). Most of the time, educational level has not been examined as a
primary construct in data analysis. Instead, it is usually measured as a demographic
characteristic or control variable. Moreover, researchers generally associate educational
level with indirect use through computer anxiety. For instance, Igbaria (1993) reported
that educational level has positive and negative effects on perceived usefulness and
computer anxiety, respectively. Behavioral intention and perceived usefulness were
negatively affected by computer anxiety. In addition, behavioral intentions, attitudes, and
user acceptance were positively affected by perceived usefulness.

According to Tsai et al. (2020), more attitudes emerged from those who had more
education and experience with computers. Most of the results indicate that higher levels of
education are likely to have a positive impact on use. Moreover, a higher level of education
can lead to greater computer knowledge, which enables internet use (Lytras & Visvizi,
2018). Based on the study conducted by Vidiasova, Kachurina & Cronemberger (2017), the
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cities of Bodo, Singapore, Delft, Melbourne, and Toronto attained the highest scores
among the 20 smart cities. The results emphasized that education positively affects other
components of the smart city.

When great intentions are provided to age and gender in the adoption of smart city, the
division of residents into several socioeconomic classes may provide a different view of
behavioral intention. Individual income may influence the adoption and use of smart
cities. The International Telecommunications Union (Leong, Ping & Muthuveloo, 2017)
asserted that e-commerce is more likely to be adopted by younger people in mostly urban
areas and those with higher incomes.

Engebretsen (2005) studied the IT acceptance in low-income African countries and
observed a high acceptance of technology despite the lack of a preliminary plan. In the case
of Jordan, where the unemployment rate is approximately 43.3%, the latest statistics from
the Jordanian Department of Statistics (2019–2020) explains that 15.7% of Jordanians
suffer from absolute poverty, which is approximately 1.069 million citizens. Meanwhile,
the rate of extreme hunger poverty was approximately 0.12%, representing approximately
7,993 individuals.

Leong, Ping & Muthuveloo (2017) studied the adoption of the IoT in a Malaysian smart
city. Their focus was on the role of experience as a moderator in the relationship between
behavioral intention and determinants. The results indicate a negative effect of experience
on the relationship between behavioral intention and perceived security risk, where a
person who had more experience in technology was expected to be more aware of security.
This is similar to the result of Hsu, Lee & Su (2013), who observed that perceived security
was considerably influenced by IT literacy. In addition, the relationship between
performance expectancy and behavioral intention was observed to be negatively affected
by experience, although Maduku (2015) denied this moderating effect.

Aliyu, Alhassan & Hussaini (2021) observed that experience has a positive moderating
effect between behavioral intention and smart perceived trust, where more experienced
users are more likely to trust and continue using the system. A past study by Warkentin
et al. (2002) revealed that the relationship between behavioral intention and effort
expectancy was positively affected by experience, such that more experienced users were
looking for ease of use in the adoption of the IoT, which confirmed the results ofMei-Ying,
Pei-Yuan & Weng (2012). Finally, a positive effect was observed on the relationship
between habit and behavioral intention.

This study proves that the effect will be significant for citizens who have high ICT skills
and experience compared to those with low ICT skills and experience. Hence, the following
hypothesis is proposed:

HC1a: Gender, age, ICT experience, education, and household income significantly
moderate the relationship between perceived usefulness and Jordanian users’ intention to
adopt smart city services.

HC2a: Gender, age, ICT experience, education, and household income significantly
moderate the relationship between perceived ease of use and Jordanian users’ intention to
adopt smart city services.
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HC3a: Gender, age, ICT experience, education, and household income significantly
moderate the relationship between security and privacy, as well as Jordanian users’
intentions to adopt smart city services.

HC4a: Gender, age, ICT experience, education, and household income significantly
moderate the relationship between social influence and Jordanian users’ intention to adopt
smart city services.

HC5a: Gender, age, ICT experience, education, and household income significantly
moderate the relationship between ICT infrastructure and Internet connectivity, as well as
Jordanian users’ intentions to adopt smart city services.

RESEARCH METHODOLOGY AND MODEL
After reviewing the literature and based on the developed hypotheses, the proposed
theoretical model for this study is shown in Fig. 2. This study proposes that the intention to
adopt and accept a smart city is driven by external factors, (i.e., perceived usefulness,
perceived ease of use, security and privacy, ICT infrastructure, and inadequate internet
connectivity and social influence) with a variety of demographic profiles’ characteristics
(See Table 1) as the moderator.

Sample and procedure
Despite the fact that we used the validated measures (See Table 2), a pilot of the
questionnaire survey was reviewed by experts (professionals, academics, and decision
makers) who led the theoretical and practical development in digital economic and IT to
validate that the participant could easily comprehend it and the questionnaires
intelligibility aspects from the interviewees’ perspectives. Therefore, the draft was
conducted with six seniors who were interested in the smart cities domain; three senior
government officers (Amman municipality and Ministry of Digital Economy and

Figure 2 The proposed theoretical model. Full-size DOI: 10.7717/peerj-cs.1289/fig-2
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Innovation), who are currently employed by government agencies that provide
government online services and information and communication technology
infrastructure; and three university academic professors whose primary research areas are
IT and digital economics. At the end of the pilot stage, the participants explained that the
questionnaire was easy to understand and clear. In addition, it was not time-consuming to
complete the questionnaire. However, a few minor propositions were provided to enhance
and address effectively in the final version of the questionnaire to meet the Jordan’s
context.

To empirically test this, 10 hypotheses were developed. The questionnaire survey
method was used to develop an online survey, administered as a self-questionnaire using
the online questionnaire software Microsoft office/forms (Saunders et al., 2007). A five-
point Likert scale ranging from 1 = “strongly disagree” to 5 = “strongly agree” was used to
measure all of these independent constructs. Each independent construct was measured

Table 1 The socio-demographic characteristics of respondents.

Demographics Counts Percentage

Gender

Male 144 (49.6%)

Female 146 (50.3%)

Age

18–25 years 60 (21%)

26–35 92 (32%)

36–45 83 (28%)

46–50 34 (12%)

Above 50 21 (7%)

Education

High school 7 (2.4%)

Diploma degree 14 (4.8%)

Bachelor’s degree 162 (55.9%)

Postgraduate studies 107 (36.9%)

Others 0 (0%)

Information and communication technology (ICT) experience

Weak 3 (1%)

Acceptable 29 (10%)

Good 59 (20%)

Very good 132 (46%)

Excellent 67 (23%)

Monthly income

Below 500 JD 74 (26%)

500–700 JD 71 (24%)

700–1,000 JD 67 (23%)

Above 1,000 JD 78 (27%)
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using 24 validated items (excluding the demographic variables). English and a professional
translation into Arabic were used in the questionnaire writing, as the main language in
Jordan is Arabic. The criterion for distributing the questionnaires was based on who had a
motivation for participation and, at least novice knowledge about smart city projects. Thus,
respondents were able to comprehend the questions in the questionnaire. Furthermore,
they will be able to provide the best answers (i.e., inputs for adoption and acceptance) for
this study. Motivated and willing participants are suitable for this study because their sense
of intellectual intention is significant in envisaging and revealing the adoption of smart
cities in Jordan.

Table 2 Measuring scales and references for the proposed constructs.

Construct Items References

Perceived usefulness and
enjoyment (four items)

U1: Smart city increases my productivity.
U2: Smart city allows me to improve my work performance and quality.
U3: Smart city saves me time.
U4: Overall, I would find smart cities to be advantageous.

Adapted from: Davis (1989),
Ahmad & Khalid (2017), Wang
(2014), Hung, Chang & Kuo
(2013).

Perceived ease of use
(five items)

E1: My interaction with smart city is clear and understandable.
E2: Learning to operate smart city and following the
guidance is easy to me.
E3: I found the smart city is easy to get to do what I wanted to do.
E4: It is easy and quick for me to become skillful at using smart city.
E5: I found smart city is user friendly and easy to use.

Adapted from: Davis (1989),
Ahmad & Khalid (2017); Hung,
Chang & Kuo (2013), Wang
(2014).

Security and privacy
(five items)

P1: My information is not disclosed to unwanted authorities or personals.
P2: My confidentialities of information remains protected.
P3: The security aspect of the IT-enabled system is not compromised under any
circumstances.
P4: Users are adequately trained and aware of how to use the IT enabled services
safely and securely.
P5: Overall, I would find the IT-enabled services of smart city are having a high
degree of security features which can keep the digital services fully secured.

Adapted from: Chatterjee, Kar &
Gupta (2017), Jnr (2021),
Chong (2013).

ICT Infrastructure and
Inadequate Internet
connectivity (five items)

II1: The IT-enabled services are efficient and user friendly to the residents of smart
city.
II2: The functionalities are adequately designed to meet the needs of the users with
full satisfaction.
II3: The systems are well maintained providing good-quality services to the users.
II4: The information is continuously updated with latest information in place.
II5: The system is reliable and it maintains the performance as per the
requirements.

Adapted from: Chatterjee, Kar &
Gupta (2017), Borena & Negash
(2016), Egoeze et al. (2014), Lin,
Fofanah & Liang (2011).

Social Influence
(five items)

S1: Friends and family members have influenced my decision to use smart city.
S2: Mass media (e.g.,: TV, radio and newspaper) have influenced my decisions in
using smart city.
S3: It is the current trend to use smart city.
S4: People whose opinions that I value prefer that I use smart city for doing
transaction.
S5: I will use smart city if my colleagues use it.

Adapted from: Sim et al. (2014),
Ahmad & Khalid (2017),
Venkatesh, Thong & Xu (2012).

Behavioural intention
(three items)

B1: I will use smart city once adopted.
B2: I will purchase smart city enabled phones once adopted.
B3: I predict that I will continue to use the smart city applications on a regular
basis.

Adapted from: Mital et al. (2018),
Yen et al. (2010), Melas et al.
(2011).
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Random samples of 312 Jordanian citizens from various backgrounds, communities,
experiences, education, occupation, and economic background/income were used to reflect
the context of Amman, Jordan’s capital city . The survey questionnaires were distributed to
various classes with a consent form. Respondents were informed of the purpose of the
study. Participants were informed to exclude any data, which led to their profiles to avoid
response bias and maintain respondents’ privacy. Despite this sample characteristic, the
sample is focused on a younger slice of the Jordanian population without ignoring others,
which reveals that they are appropriate as it represents population from diverse contexts in
Jordan. Furthermore, they are more highly motivated and willing to accept the concept of
adopting advanced or new technologies (smart services in cities) compared to elderly
people who do not care about new or advanced technologies. This is compatible with the
methods adopted by Chong (2013) and Pan & Jordan-Marsh (2010). They argued that
younger people, in general, were more educated and sympathetic to use and adopt
information and communication technology. Respondents in the study voluntarily
participated using electronic surveys that were specifically constructed to meet the research
context formed and purposes. The appropriate sample size is determined based on the
number of constructs/variables in research model (Hair et al., 2010); the minimum sample
size should be not less than 150 if the number of constructs/factors is seven or less, and
each construct has more than three observed items (Hair et al., 2010; Sekaran & Bougie,
2016). Therefore, the sample size (312) in this study was useful and convenient sample
based on the proposed research model as shown in Fig. 2. In addition, such ratio of
sampled and valid surveys is considered satisfactory (Mellahi & Harris, 2016). However,
the questionnaires were initially cleaned and screened, and 22 responses were excluded
from the dataset because of high missing values or incorrect answers in the objective
manner of this study. The final dataset included 290 valid response questionnaires.

The first model used in this study of smart city acceptance and usage was TAM. This
model was proposed in 1985 to ease the acceptance of technological services (Lee, Kozar &
Larsen, 2003). Essentially, the model is the incremental development of user motivation to
use technology through a stimulus.

This proposed study intends to analyze user adoption and acceptance of smart
technologies delivered in their life in Jordan based on their current experience. This study
also seeks to test the usefulness of the TAM as a theoretical foundation for insight into the
attitudes of users towards the acceptance of smart cities. This study uses statistical
techniques to examines an extended (TAM) and the “unified theory of acceptance and use
of technology” model (UTUAT) by integrating the factors of usefulness, ease of use,
security and privacy, cost and extended payback period, regulatory norms and policies,
ICT infrastructure and inadequate internet connectivity, social influence, skilled
manpower, operational management and technical knowledge among policymakers,
integrity and compatibility, and demographic profiles. Respondents were classified into
two groups (citizens and experts). In particular, the number of random citizens in Jordan
and number of experts (professionals, academics, and decision makers) who lead the
theoretical and practical development of economic digital and IT. The questionnaire was
adopted, and the sample was randomly selected from Jordanian citizens.
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Instrument and measurement
The research model (See Fig. 2) is composed of five constructs: perceived ease of use,
perceived usefulness, ICT infrastructure and inadequate Internet connectivity, security and
privacy, and social influence. Each construct was measured using several parameters. All
the measurement parameters were adapted from the literature review to maintain content
validity (See Table 2). Table 2 lists the parameters associated with every construct of the
proposed model (See Fig. 2) and the literature that was used as a benchmark for their
adaptation of both target stakeholders (i.e., public citizens). However, a five-point Likert
scale is used to measure each item, with one indicating “strongly disagree” and five
indicating “strongly agree”.

ANALYSIS AND RESULTS
Given the frequency of the study respondents (290), the socio-demographic shows the
characteristics of respondents; where 146 of respondents were females (50.3%), while the
remaining 144 were males (49.6%). Regarding age, a majority of the respondents 92 (32%)
were aged between 26 and 35. Next, the characteristics of respondents depict the
educational distribution of the respondents whereby 162 of respondents (55.9%) were
bachelor’s degree, 107 (36.9%) were postgraduate studies, 14 respondents (4.6%) were
diploma degree, and lastly seven respondents (2.4%) were high school qualification.
Moreover, the largest proportion of respondents (46%) had a very good experience in
Information and Communication Technology (ICT). Finally, 78 of respondents had a
salary above 1,000 JD.

Common methods bias testing
The exploratory factor analysis is a group of statistical methods aimed at reducing the
number of variables or data related to a specific phenomenon (Watson, 2017). Initially,
factor analysis was tested for the appropriateness of the data and its ability to explain the
study model. Thus to achieve that, the value of the Kaiser-Meyer Olkin (KMO) test should
be between 0.8 and 1 to be an adequate (Shrestha, 2021). The analysis showed that the
KMO values for all the constructs are greater than 0.80, which reflects the ability and
validity of the data to interpret the proposed model. In addition, the results showed that
the initial eigenvalue of Kaiser’s criteria was good and acceptable for all study constructs
when compared to the Monte-Carlo simulation Eigenvalue. With regards to the
cumulative variance explained, all the constructs had exceeded 70%, which was acceptable
(Perito et al., 2020). In addition, the values of Bartlett’s test for homogeneity of variances
were statistically acceptable, as the p-value was less than 0.000, which reflects the validity
and robustness of the statistical analysis (Aslam, 2020).

Measurement model
In this article, the relationship between the research constructs was examined using Amos
in order to test research hypotheses, as it uses multiple methods and patterns that
contribute to the completion of statistical analysis on all data (Danks, Sharma & Sarstedt,
2020). Before the application of a questionnaire, confirmatory factor analysis (CFA) was
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carried out to validate research constructs, where if measurement model has achieved
acceptable conformity for quality indicators, it is possible to judge the veracity of
constructs and their statements. Therefore, composite reliability (CR), factor loading (λ),
Cronbach’s alpha (α), and average variance extracted (AVE) were tested as shown in the
Table 3. In this regard, it showed that the Cronbach’s alpha values were high for all
research constructs, reflecting the quality and appropriateness of these factors for
measuring the research model, as the values approached 0.08 (Mohajan, 2017), as well as
AVE are greater than 0.70, which means that the IVs in the tested model are uncorrelated
(Valentini & Damasio, 2016). Also, the results showed that values of CR were higher than
0.80, which is acceptable (Purwanto & Sudargini, 2021). Moreover, it is clear that all the
constructs and their items have obtained good values, since the factor loading (λ) had
exceeded the specified ratio (0.4), which indicates that it is acceptable. Also, many
indicators were used to measure the quality of the measurement model and its suitability
for the interpretation and testing of the research hypotheses, as these indicators scored
high rates, where normed fit index (NFI) reached 0.674, Tucker-Lewis index (TLI) got
0.789, while comparative fit index (CFI) reached 0.824 (Franc et al., 2018; Li, Wang & He,
2018). Moreover, the root mean square error of approximation (RMSEA) was used to find
out the percentage of the approximation error, as the percentage was very small (0.061),
which means that the model is valid for measurement (Shi et al., 2020).

Regarding the dimensions of the research, namely behavioral intention, perceived
usefulness, perceived ease of use, security and privacy, social influence, ICT infrastructure,
a discriminant validity matrix was run to ensure that multicollinearity was avoided. Table 4
showed the discriminant validity of the constructs, as it was noted that there was a weak
correlation at all, however, in spite of its weakness, the values of discriminant validity were
significant at α = 5% (Schwarz, Schwarz & Black, 2014).

Hypothesis testing
From Table 5, it could be concluded that there was a positive relationship between
perceived ease of use and behavioural intention (ß = 0.38; p < 0.05, R2 = 0.35), social
influence and behavioural intention (ß = 0.21; p < 0.05, R2 = 0.35), as well as ICT
infrastructure & internet connectivity and behavioural intention (ß = 0.47; p < 0.05, R2 =
0.35). While perceived usefulness (ß = 0.15; p > 0.05) and security and privacy (ß = 0.03; p
> 0.05) have an inverse relationship with behavioural intention. In addition, Table 5 shows
the hypotheses testing results for the moderation effect derived from the findings of this
study, where four models were tested. When ease of use is controlled, Model 2 shows that
gender, age, education, ICT experience, and monthly income (Δ χ2/df = 5.32/1; > 3.84)
have found to be significantly moderating the relationship between perceived ease of use →
behavioural intention (ß = 0.39; p < 0.05, R2 = 0.47), perceived social influence →
behavioural intention (ß = 0.23; p < 0.05, R2 = 0.47), as well as ICT infrastructure &
internet connectivity → behavioural intention (ß = 0.53; p < 0.05, R2 = 0.47). When social
influence is controlled, Model 3 shows that gender, age, education, ICT experience, and
monthly income (Δ χ2/df = 2.45/1; < 3.84) have no moderating effect on the relationship
between perceived ease of use → behavioural intention (ß = 0.39; p > 0.05, R2 = 0.47), social
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Table 3 Factor loadings, average variance extracted, composite reliability and Cronbach’s alpha.

Demographics λ AVE CR α

Behavioral intention 0.6 0.8 0.6

B1 0.6

B2 0.5

B3 0.7

Perceived usefulness 0.6 0.7 0.6

U1 0.7

U2 0.6

U3 0.6

U4 0.5

Perceived ease of use 0.6 0.7 0.6

E1 0.4

E2 0.6

E3 0.5

E4 0.4

E5 0.5

Security and privacy 0.5 0.7 0.6

S1 0.6

S2 0.7

S3 0.6

S4 0.4

S5 0.6

Social influence 0.6 0.8 0.6

SI1 0.5

SI2 0.7

SI3 0.6

ICT infrastructure 0.6 0.8 0.6

I1 0.6

I2 0.4

I3 0.5

I4 0.5

I5 0.5

Table 4 Discriminant validity of the constructs.

1 2 3 4 5 6

1 Behavioural intention

2 Perceived usefulness 0.4*(0.000) 1

3 Perceived ease of use 0.2*(0.003) 0.2*(0.000) 1

4 Security and privacy 0.3*(0.000) 0.3*(0.000) 0.4*(0.000) 1

5 Social influence 0.1*(0.003) 0.1*(0.004) 0.1*(0.001) 0.2*(0.001) 1

6 ICT infrastructure 0.3*(0.000) 0.3*(0.000) 0.2*(0.001) 0.4*(0.000) 0.2*(0.001) 1
Note:

* p < 0.05; (r2).
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Table 5 Overall analysis.

Model 1 Model 2 Model 3 Model 4 Model 5

χ2 203.477

df 289

CFI 0.779

NFI 0.627

TLI 0.735

RMSEA 0.053

R2 0.35

Perceived ease of use -> Intention 0.38*

Social influence -> Intention 0.21*

ICT -> Intention 0.47*

Perceived ease of use × Gender × Age × Education × ICT experience × Monthly income

χ2 269.329

df 289

∆χ2/df 5.32/1

CFI 0.807

NFI 0.680

TLI 0.702

RMSEA 0.052

R2 0.47

Perceived ease of use -> Intention 0.39*

Social influence -> Intention 0.23*

ICT -> Intention 0.53*

Social influence × Gender × Age × Education × ICT experience × Monthly income

χ2 279.743

df 289

∆χ2/df 2.45/1

CFI 0.746

NFI 0.623

TLI 0.608

RMSEA 0.059

R2 0.47

Perceived ease of use -> Intention 0.39*

Social influence -> Intention 0.23*

ICT -> Intention 0.53*

ICT infrastructure × Gender × Age × Education × ICT experience × Monthly income

χ2 267.255

df 289

∆χ2/df 1.91/1

CFI 0.773

NFI 0.671

TLI 0.649
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influence → behavioural intention (ß = 0.23; p > 0.05, R2 = 0.47), as well as ICT
infrastructure & internet connectivity → behavioural intention (ß = 0.53, p > 0.05, R2 =
0.47). When ICT infrastructure & internet connectivity is controlled, Model 4 shows that
gender, age, education, ICT experience, and monthly income (Δ χ2/df = 1.91/1; < 3.84)
have no moderating effect on the relationship between perceived ease of use → behavioural
intention (ß = 0.39; p > 0.05, R2 = 0.47), social influence → behavioural intention (ß = 0.23;
p > 0.05, R2 = 0.47), as well as ICT infrastructure & internet connectivity → behavioural
intention (ß = 0.53; p > 0.05, R2 = 0.47). Finally, when ease of use, social influence, and ICT
infrastructure & internet connectivity are controlled, Model 5 shows that gender, age,
education, ICT experience, and monthly income (Δ χ2/df = 13.25/3; > 3.84) have found to
be significantly moderating the relationship between perceived ease of use → behavioural
intention (ß = 0.39; p < 0.05, R2 = 0.47), perceived social influence → behavioural intention
(ß = 0.23; p < 0.05, R2 = 0.47), as well as ICT infrastructure & internet connectivity →

behavioural intention (ß = 0.53; p < 0.05, R2 = 0.47). Moreover, it is obvious from Fig. 3
that gender, age, education, ICT experience, and monthly income have a strong
relationship with ICT infrastructure & internet connectivity (ß = 0.53), followed by their
relationship with perceived ease of use (ß = 0.39), and then their relationship with social
influence (ß = 0.23). Table 6 shows the summary of hypotheses testing.

The findings (See Table 6) specified that age, gender, education, ICT experience and
monthly income have a robust impact on perceived ease of use, social influence, and ICT

Table 5 (continued)

Model 1 Model 2 Model 3 Model 4 Model 5

RMSEA 0.062

R2 0.47

Perceived ease of use -> Intention 0.39*

Social influence -> Intention 0.23*

ICT -> Intention 0.53*

Perceived ease of use × Gender × Age × Education × ICT experience × Monthly income
Social influence × Gender × Age × Education × ICT experience × Monthly income

ICT infrastructure × Gender × Age × Education × ICT experience × Monthly income

χ2 288.458

df 289

∆χ2/df 13.25/3

CFI 0.768

NFI 0.631

TLI 0.608

RMSEA 0.053

R2 0.47

Perceived ease of use -> Intention 0.39*

Social influence -> Intention 0.23*

ICT -> Intention
modration

Yes No No 0.53*
Yes

Note:
* Significant at p < 0.05
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Figure 3 The proposed structure model. Full-size DOI: 10.7717/peerj-cs.1289/fig-3

Table 6 Summary of hypotheses testing.

Hypotheses Results

HC1: Perceived usefulness has a positive relationship with Jordanian users’ intention to adopt smart city technologies. Not supported

HC2: Perceived ease of use has a positive relationship with Jordanian users’ intention to adopt smart city technologies. Supported

HC3: Security and privacy has a positive relationship with Jordanian users’ intention to adopt smart city technologies. Not supported

HC4: Social influence has a positive relationship with Jordanian users’ intention to adopt smart city technologies. Supported

HC5: ICT infrastructure & internet connectivity has a positive relationship with Jordanian users’ intention to adopt smart city
technologies.

Supported

HC1a: Gender, Age, ICT experience, education and household income have significantly moderate the relationship between perceived
usefulness and Jordanian users’ intention to adopt smart city technologies.

Not supported

HC2a: Gender, Age, ICT experience, education and household income have significantly moderate the relationship between perceived
ease of use and Jordanian users’ intention to adopt smart city technologies.

Supported

HC3a: Gender, age, ICT experience, education and household income have significantly moderated the relationship between security
and privacy and Jordanian users’ intention to adopt smart city technologies.

Not supported

HC4a: Gender, age, ICT experience, education and household income have significantly moderate the relationship between social
influence and Jordanian users’ intention to adopt smart city technologies.

Supported

HC5a: Gender, age, ICT experience, education and household income have significantly moderate the relationship between ICT
infrastructure & internet connectivity and Jordanian users’ intention to adopt smart city technologies.

Supported
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infrastructure & internet connectivity since R2 increases from 0.35 to 0.47. However, when
these results come to the rigorousness of the relationship, demographic variables have
more impact on ICT infrastructure & internet connectivity than perceived ease of use and
social influence, as demonstrated in Fig. 3.

DISCUSSION
This article sought to find out the degree of citizens’ adoption and acceptance of the use of
smart technologies in Jordan. Smart cities are those that use communication technology to
make information-based decisions, improve the quality of life and increase work networks
and services to maximize the benefit of their residents (Habib, Alsmadi & Prybutok, 2020).
Smart cities run efficient systems and prepare advanced, as they seek to facilitate the
residents’ communication with government agencies, where the population’s access to
government services is easy and fast, education is better, humanitarian initiatives are
effective, and relations between residents are at a satisfactory level (Ullah & Al-Turjman,
2021). Also, in the event of an interruption of services, the response of the emergency
services is very quick to restore them to what they were (Perri, Giglio & Corvello, 2020).

The results showed that perceived ease of use has a positive relationship with Jordanian
users’ intention to adopt smart city technologies. This result is consistent with (Gunabalan,
Ooi & Yeap, 2022; Wang et al., 2022; Najdawi & Said, 2021; Yoo, Suh & Kim, 2020). As
perceived ease of use is an essential construct in TAM, as it increases the acceptance and an
ideal use of smart city technologies (Tavitiyaman, Zhang & Tsang, 2022). In this regard,
Dirsehan & van Zoonen (2022) explained that perceived ease of use will improve
understanding and dealing with a new system, and thus add a sense of satisfaction to
citizens, who will not find complications that may hinder them from performing their
daily activities, which will reflect positively on achieving a benefit from the system used.
Therefore, smart cities have to enhance investments in existing data centers or build new
ones, using concepts and technologies such as modular data centers, convergence
infrastructures and software-defined technologies, in order to increase scalability and
enhance standards and efficiency (Zhang & Liu, 2022). Also, institutional readiness,
including the absence of legal and regulatory obstacles, is necessary to implement smart
city initiatives in a smooth manner, through awareness campaigns that contribute to
introducing users to smarter technologies (Wang et al., 2022).

Also, the results showed that ICT infrastructure & internet connectivity had the greatest
impact on the Jordanian users’ intent and adoption of smart city technologies. This result
is agree with (El Barachi et al., 2022; Haque, Bhushan & Dhiman, 2022; Kaluarachchi,
2022; Lim, Cho & Kim, 2021). As ICT infrastructure & internet connectivity is the main
key in adopting the smart city model, since smart city initiatives are based on critical cloud
computing infrastructure services and components. In this regard, Jordan seeks to digitize
its economy by 2025 through The Royal Initiative REACH 2025, which was carried out
through activities from the Ministry of Digital Economy and Entrepreneurship, as the idea
of digitization revolves around transforming the traditional economy into a smart
economy capable of solving problems and performing routine procedures that save time
and effort (El Barachi et al., 2022). Where individuals, sectors and companies will be able
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to develop their businesses, which will reflect positively on the national economy. The
citizens of Jordan, especially Amman, are the best example of the interaction of the smart
citizen with technology. According to recent studies, Jordan is among the top countries in
the world with an Internet penetration rate, where internet users are rising significantly in
Jordan, reaching 6.84 million in 2021 (Al-Adwan et al., 2022).

The results showed that perceived usefulness has a negative relationship with Jordanian
users’ intention to adopt smart city technologies. This result is inconsistent with
Marimuthu, D’Souza & Shukla, (2022), Najdawi & Said, (2021), Manfreda, Ljubi &
Groznik, (2021). As perceived usefulness can be used to determine the extent to which
users accept or reject the adoption of smart cities, measure their services and quality, the
intentions of their users, the expected benefit from this use, and the ease of access to
information sources available on the Internet (Jnr & Petersen, 2022). As it is one of the
honest and reliable variable for interpreting the acceptance of information systems
(Manfreda, Ljubi & Groznik, 2021). However, perceived usefulness does not provide
sufficient understanding for technology designers of the needs of technology beneficiaries
to create an appropriate environment for technology acceptance (Martín-García, Redolat
& Pinazo-Hernandis, 2022).

The results showed that security and privacy has a negative relationship with Jordanian
users’ intention to adopt smart city technologies. This result contradicts (Ismagilova et al.,
2022; Al-Turjman, Zahmatkesh & Shahroze, 2022; Neupane et al., 2021; Habib, Alsmadi &
Prybutok, 2020), which explained that privacy and security are a key factor for the success
of the smart city idea, especially with the increasing prevalence of smart solutions of all
kinds, where many different parties participate in building the components of different
smart solutions platforms. Despite the valuable proposition of cloud computing related to
operational efficiencies, throughput, scalability and costs, challenges around data security,
sensors and data portability remain a major source of concern in smart cities, especially
when the data includes mission-critical information at the sector level or citizen
information (Hassan et al., 2021). Therefore, governments and executives need to think
carefully about their current cyber strategy and system and the risks involved, to be able to
understand the challenges, and define their role in building a secure electronic
environment for their communities, partners and governments (Al-Turjman, Zahmatkesh
& Shahroze, 2022).

The results concluded that social influence has a positive relationship with Jordanian
users’ intention to adopt smart city technologies. This result is agree with Gumz et al.,
(2022), Grandhi, Grandhi & Wibowo, (2021), that emphasized that social influence has a
large impact on developed or smart cities in the first place, aiming to improve the level of
health care and education, as well as the participation of communities in making
developmental decisions that affect their lives, as the conditions of contemporary
technology imposed a lot of new requirements on various social environments, perhaps the
most prominent of which are urban environments, whose impact on technological
manifestations has become clear, which made them have a high desire to accept all aspects
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of technological urbanization in a way that makes them an environment capable of
development and cultural integration. It is intended for urban citizens to be more aware,
creative and inclusive of all the city’s variables and infrastructure to achieve the principle of
empowerment, active participation and maximum benefit from the available city services
to ensure their right to participate in decision-making (Grandhi, Grandhi & Wibowo,
2021). The building of the smart citizen depends on an important element, which is
knowledge, where attention is paid to building a society based on the management of
urban life, where the educational experience is delivered in a homogeneous manner to all
regions, whether urban or rural. A better and more prestigious educational level is also
being relied upon for all citizens by adopting e-learning or cooperative education (Gumz
et al., 2022). On the other hand, the huge and irregular urban expansion contributed to a
jump in the rate of urbanization in Jordan, which led to a decline in the standard of living
and the emergence of the problem of housing and a boring life. These factors lead to the
expulsion of the population from the countryside and a high concentration in the cities,
especially the major ones. This is in addition to the existence of many problems
represented by the high prices of land, the spread of backward neighborhoods, and the
extension of cities outside their borders (El Barachi et al., 2022).

The results show that gender, age, education, ICT experience, and monthly income have
found to be significantly moderating the relationship between perceived ease of use and
behavioural intention, perceived social influence and behavioural intention, as well as ICT
infrastructure & internet connectivity and behavioural intention. Alderete (2021) found
that citizens’ acceptance of smart city technology is directly dependent on demographic
factors, especially with regard to education level, access to and use of ICTs. But this result
disagrees with Yeh (2017), who found that demographic factors do not influence citizens’
attitudes toward smart city technologies with respect to gender, age, and education. This
results may be attributed to the disparity between the educational level of citizens and their
use of smart devices to interact with the smart city, which confirms the importance of
demographic factors in the success or failure of smart city initiatives, in addition to the
necessity of providing digital infrastructure to support communications and link remote
areas with digitally qualified areas (Hou et al., 2020).

Information and communication technology is the main driver of smart city initiatives,
as it relies on smart computing technologies applied to critical infrastructure services and
components (El Barachi et al., 2022). In Jordan, there are a group of smart projects that
depend on technological inevitability, aiming to stimulate the growth of its private sector,
increase the efficiency and sustainability of its services, improve its investment
attractiveness, and enhance its global competitiveness. This is due to the expansion of the
use of technical solutions for information and communication systems in various aspects
of life, in a way that contributes to facilitating the daily life of the population, raising the
level of quality of services in various sectors, rationalizing the consumption of available
resources, and facilitating the exchange of data and information. Nevertheless, the smart
city has its own concept, main and secondary dimensions, and indicators, which combine

Nusir et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1289 21/32

http://dx.doi.org/10.7717/peerj-cs.1289
https://peerj.com/computer-science/


digital communication technologies and urban development on the one hand, and the
goals of sustainable development on the other (Sharma et al., 2020) In this regard, Jordan is
witnessing major transformations to take advantage of smart technology in order to
achieve sustainable development (Fernandez-Anez et al., 2020). For example, to address
the environmental challenges associated with overcrowding in cities, the solution lies in
providing innovative solutions to improve the quality of life, protect the shares of natural
resources for future generations, and meet their environmental needs. To sum up, the issue
of consensus on setting broad lines for adopting the idea of smart cities in Jordan
necessitates research and standing on its current situation and the development of its
various sectors such as the environment, tourism, economy, and others. The current
infrastructure must be assessed, an action plan consisting of phases is being prepared, and
the availability of financial and other resources necessary for its implementation must be
verified.

CONCLUSION AND IMPLICATION
This study is the first attempt in the application of TAM and UTAUT as a basis models for
understanding the factors that contribute to predicting or affecting the behavioural
intention of citizens to adopt smart city technologies, hence, this study is expected to
contribute to literature through the introduction into Jordanian context. The theoretical
contribution also comes from being a reason to clarify the current situation in Jordanian
citizens’ acceptance of smart city technologies and the extent to which they are expected to
be optimally used, which enriches knowledge and science in this field. On the other hand,
the practical contribution lies in understanding the customs and environment of Jordanian
citizens as it is an important factor in determining the user’s behavior towards the used
smart city technologies and the extent of their acceptance of learning and the accumulation
of their experiences or their reluctance to do so, or the preservation of the traditional
methods that citizens are accustomed to. Moreover, the practical contribution appears in
the integration of TAM and UTAUT, which contains many factors that decision-makers in
Jordan must understand, and anticipate the behaviour of citizens regarding them.

For Jordan, adopting smart cities is the best investment for the future, especially since its
benefits are many and puts Jordan in the ranks of developed countries. One of the most
important practical implications of adopting smart city technologies in Jordan is that all
information is available in an automated way, and use of all data and take decisions
through safe and easy programs and robots to serve all sectors, whether economic, health,
educational, scientific, transportation and others. Information and communication
technology infrastructure is a prerequisite for the success of smart cities and the
effectiveness of their services. In order for the many systems in smart cities to work,
integrate and harmonize with each other, a specific set of standards must be strictly
adhered to. Moreover, the successful implementation of the idea of smart cities in Jordan
will contribute to economic growth, prosperity, global competitiveness, improving
innovation rates, providing better and faster services, in addition to transparency, and
creating great opportunities for various sectors. Furthermore, this study will contribute to
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supporting decision-makers in formulating solid outputs that lead a global revolution in
the green economy, rebuilding, using renewable energy, developing new lifestyles, and
benefiting from the technological revolution in important sectors such as transportation
and communications, which contributes to reducing harmful emissions into the
environment. Also, this study seeks to developing advanced future visions that meet the
requirements of future citizens, and provide advanced digital infrastructure in Jordan.

Regardless of the problems that Jordan is still grappling with, even the smart ones, the
studies unanimously agree that the current trend towards smart cities is the first feature
of the transformation towards the cities of the future. We cannot imagine our current
cities steadfast in the face of terrible digital development, the spread of the Internet, and
the virtual world. However, the process of planning and designing smart cities is closely
related to social sustainability, which is represented in the ability to change the habits,
traditions and behavior of the residents or users. Therefore, it was necessary to ensure the
availability of an appropriate amount of interaction within the residential neighborhoods
so that communication turns into a fruitful and harmonious shared life. This maintains
social, cultural and urban sustainability in Jordan, and makes community life more
cohesive.

Social change is in itself difficult to achieve, as it requires improving the level of health
care and education, as well as the participation of communities in making developmental
decisions that affect their lives. Since the population of Jordan varies in the level of
income between limited, middle, above average, and affluent, the design of sustainable
smart cities requires the provision of public and basic services at a cost consistent with
the income of each segment, such as housing, food, water, electricity, and fuel services.
The aesthetics and cleanliness of public gardens, parks, roads and sidewalks are among
the most important factors for the residents’ happiness and satisfaction. Furthermore, the
advancement of residential neighborhoods in Jordan to create a positive interactive social
life among the population is one of the main goals. Therefore, a series of periodic housing
seminars must be organized with the participation of experts and specialists from
different countries of the world, to exchange information, experiences and practices, in a
way that represents a special form of social support and achieves individual benefits and a
sense of community.

Limitations and future research
Concerning limitations, this research adopted quantitative method to test the research
hypotheses, as among the shortcomings of this method is that the errors of inspection and
measurement, which the researchers may fall into. Despite this limitation, it can be used as
an opportunity to describe the need for future research to complement what the current
study left off by following a different methodology. Furthermore, TAM and UTUAT was
used to explore and investigate Jordanian citizens decisions to adopt and accept smart
cities technologies, thus, it is possible that future research will focus on using other models
and theories in Jordanian context, such as diffusion of innovation (DOI) theory and the
theory of reasoned action (TRA). Moreover, the lack of extensive data in Jordanian context
is another limitation, as the relatively limited data is a major hindrance to this study given

Nusir et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1289 23/32

http://dx.doi.org/10.7717/peerj-cs.1289
https://peerj.com/computer-science/


the significance of such data in conducting the research. Thus, future research could
include other geographical area for an appropriate understanding of smart cities adoption
and acceptance.
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ABSTRACT
The goal of local community detection algorithms is to explore the optimal
community with a reference to a given node. Such algorithms typically include two
primary processes: seed selection and community expansion. This study develops
and tests a novel local community detection algorithm called OIRLCD that is based
on the optimization of interaction relationships between nodes and the community.
First, we introduce an improved seed selection method to solve the seed deviation
problem. Second, this study uses a series of similarity indices to measure the
interaction relationship between nodes and community. Third, this study uses a
series of algorithms based on different similarity indices, and designs experiments to
reveal the role of the similarity index in algorithms based on relationship
optimization. The proposed algorithm was compared with five existing local
community algorithms in both real-world networks and artificial networks.
Experimental results show that the optimization of interaction relationship
algorithms based on node similarity can detect communities accurately and
efficiently. In addition, a good similarity index can highlight the advantages of the
proposed algorithm based on interaction optimization.

Subjects Algorithms and Analysis of Algorithms, Artificial Intelligence, Databases, Internet of
Things
Keywords Complex networks, Local community detection, Interaction relationship between nodes
and community, Node similarity index, Local centrality

INTRODUCTION
Currently, the development of information technology has to the emergence of various
complex networks, enriching application scenarios such as activist groups, schoolmate
discovery, protein function identification and e-commence recommendation (Fang et al.,
2020). Identifying the structure of communities is one of the most important fields in the
research of complex networks and has attracted the attention of many researchers to
participate (Mittal & Bhatia, 2020). In today’s world, there exists various community
structures, which consist of different types of entities, called nodes, and the connections
between these entities are known as links (Pizzuti, 2018). Nodes within the same
community are closely connected, while nodes between different communities are sparsely
connected (Garza & Schaeffer, 2019).

In recent years, researchers have paid more attention to the study of community
detection. The detection of community structure can help discover various groups in
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society, which in turn help people solve real-world problems. Local community detection
aims to detect communities using only local topological information of nodes. This
approach has a lower time complexity and is more convenient for accessing to information
in complex networks than the approaches using global topological information.

Local community detection algorithms typically use a node as a seed and expand from
this seed to identify a community based on optimizing a quality function (Kanawati, 2015;
Zhang et al., 2015; Peng & Jing, 2016; Liakos, Ntoulas & Delis, 2016; Zhu, Chen & Zeng,
2020). The seed selection process and community expansion processes play critical roles in
local community detection algorithms, and they have a significantly impact on the quality
of resulting communities. Unfortunately, there are still problems that hinder the
development of research in local community detection in terms of these two areas. First,
the quality of the resulting communities detected by algorithms heavily depends on the
seed node selected at the beginning, which is known as the seed dependence problem
(Ding, Zhang & Yang, 2018). Second, some algorithms (Ding, Zhang & Yang, 2018; Lee
et al., 2010; Li, Wang & Cui, 2014; Cheng et al., 2020; Luo et al., 2017; Ni et al., 2020;
Malliaros & Vazirgiannis, 2013) search for alternative seed nodes that are more suitable for
community expansion than the given node. However, the alternative seed node and the
given node are not always in the same community, resulting in what is called the seed
deviation problem. Third, the structural characteristics of resulting communities detected
by algorithms are limited by the quality function, which is known as the quality function
limitation problem (Ding, Zhang & Yang, 2020).

To address the first and second problems, this study presents an improved seed
selection method called SSCS based on node centrality and node similarity. This novel seed
selection method identifies the most similar neighbor node of a given node, which has
higher node centrality than the given node, and takes this node as the alternative seed of
the given node. This process is repeated iteratively until there are no neighbors that meet
the above two conditions, and the final result is taken as the seed. To address the third
problem, this study uses a novel local community detection algorithm called OIRLCD. It
optimizes the interaction relationships between nodes and communities, also known as the
interaction relationship, by deprecating the quality function. We introduced a series of
similarity indices to measure the interaction relationship between nodes and communities
and expanded communities by adding the node with the most important interaction
relationship to the community.

The primary contributions of this article can be summarized as follows.

! To address the seed dependence and deviation problems, this study develops an
improved seed selection method based on node centrality and node similarity. The
method identifies the core node of the community that the given node locates as the
alternative seed. First, this method first compares the similarity between the target node
and its neighbors, and then compares the node centrality between the target node and its
neighbors. This process ensures that the alternative seed and the target node are in the
same community as much as possible.
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! To measure the interaction relationship, this study uses a series of node similarity
indices based on the local topological information of nodes. We also investigated the role
of the similarity index in local community detection algorithms based on interaction
relationships. To this end, we designed a series of similarity indices with various
amounts of local topological information of nodes. We compared these indices with the
other three basic similarity indices and the three latest similarity indices respectively
under the same framework.

! To avoid the quality function limitation problem, this study proposes a novel local
community detection algorithm based on the optimization of interaction relationships,
which leverages the seed selection method and community expansion method earlier.

! We compared the proposed algorithm with different similarity indices on three groups
of artificial networks and six real-world networks. Experimental results show that the
proposed seed selection method can improve the accuracy of the algorithm; the
proposed algorithm outperforms six existing community detection algorithms; and a
good similarity index can highlight the advantages of algorithms based on interaction
optimization.

The remainder of this article is outlined as follows. Related research of seed selection
methods, community expansion and similarity indices are described in the “Related
Works”. “Motivations and Basic Definitions” presents the definitions related to this study
and the detailed procedures of the proposed algorithm. “Experiments and Analysis”
expounds on the experimental process and results in detail, and the results are analyzed.
Finally, in “Conclusion”, we concluded this study and outlook for the future research.

RELATED WORKS
The seed selection process and community expansion process are two critical steps in the
local community detection algorithms. A good seed selection method can lead to high-
quality seeds, which improves algorithms accuracy and efficiency. A good community
expansion method can efficiently identify node membership, generating the resulting
community quickly and correctly. A good similarity index can accurately measure the
relationships between two nodes, or between nodes and communities within low time
complexity. This section introduces the latest methods related to the seed selection method
and the community expansion method and similarity indices and shows their
characteristics.

Seed selection
The goal of the seed selection method is to identify the core node of the community where
the target node is located, which can improve the quality of the initial community (Wang
et al., 2016). To obtain high-quality seeds as the initial community for expansion, a variety
of seed selection methods, had been proposed by scholars. Lancichinetti, Fortunato &
Kertész (2009) used a random selection method which is the simplest and most time-saving
method to select nodes as seeds. However, the random selection method will make the
algorithm unstable, which results in uncontrollable results. Similarly, Baumes et al. (2005)
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also used a random selection method, but instead of selecting random nodes, they replaced
random edges as seeds. However, searching for random edges as seeds will generate many
duplicate communities, which will lead to an increase in the algortithm’s time complexity
of the algorithm and thus require a lot of computation time. Lee et al. (2010) explored k-
clique, which is a complete subgraph with k vertices, of the target node as seeds. Based on
the seed selection method, Lee et al. (2010) proposed a Greed Clique Expansion (GCE)
algorithm. Furthermore, Li, Wang & Cui (2014) took maximum cliques as the seed,
searched using depth and breadth search methods, and merged different communities into
a larger sub-graph according to the given rules. To eliminate the influence of the seed
quality on the local community detection algorithm, Ding, Zhang & Yang (2018) proposed
a core member searching method that iteratively replaces the initial node with the
candidate seed that has greater local influence and is most similar to the given node. Cheng
et al. (2020) ranked nodes of networks according to the Technique for Order of Preference
by Similarity to Ideal Solution (TOPSIS), and the node with the highest score was used as
the seed. Ni et al. (2020) took with the NGC node (Luo et al., 2017), the nearest node with
the greater centrality, and selected nodes with greater fuzzy relationships among theirNGC
nodes are considered to be the seeds.

Community expansion
The goal of the community expansion is to expand the initial community into the resulting
community through an expansion mechanism. The commonly used expansion
mechanisms are the quality function (Kanawati, 2015; Zhang et al., 2015; Peng & Jing,
2016; Liakos, Ntoulas & Delis, 2016; Zhu, Chen & Zeng, 2020) and influence spreading
(Kloster & Gleich, 2014; Hu, Yang & Wong, 2016; He et al., 2015; Yao et al., 2016; You, Ma
& Liu, 2020). The quality function is a measure of the quality of community division
results derived from the definition of community structure. Newman & Girvan (2004)
proposed modularity as the quality of the community for measuring the community
quality. According to the definition of modularity, high-quality communities should have a
tight internal structure and loose external links between communities. Guo et al. (2022)
proposed an improved algorithm that takes the which take local modularity density as the
quality function.

The influence spreading method expands the community by calculating the influence of
nodes and spreading these influences throughout the network. Raghavan, Albert &
Kumara (2007) proposed the Label Propagation algorithm (LPA) based on an epidemic
spreading model. LPA assigns each node of the network a unique label and spreads these
labels over the entire network. Xu, Guo & Yang (2020) proposed a novel similarity measure
based on a two-level neighborhood (TNS). Using TNS as a basis, they also proposed an
improved LPA algorithm.

Similarity index
Nodes within the same community exhibit high similarity, whereas those between
communities are not typically similar (Malliaros & Vazirgiannis, 2013). Therefore,
similarity index can also measure the memberships between nodes and communities.
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Ding, Zhang & Yang (2020) proposed the local expansion and boundary rechecking
(LEBR) algorithm, which optimized the membership between nodes and communities to
expand communities, rather than optimizing the quality function. Ding, Zhang & Yang
(2020) demonstrated that LEBR is highly effective at detect communities with diverse
structures; thus, the limitation problem caused by the quality function is avoided. Table 1
displays commonly used node similarity indices.

In recent years, scholars have proposed various node similarity indices, leading to
progress in node similarity calculation accuracy. The similarity indices related to this
article are as follows.

Zhang, Ding & Yang (2019) reported that the similarity between two adjacent nodes
increases as their k-core value grows larger. To distinguish between external and internal
nodes of the community, they introduced the concept of local k-core value in their
algorithm. Furthermore, the contribution of two adjacent nodes to their similarity should
be different. The core similarity (CS) between two nodes is defined as follows.

Sðvi; vjÞ ¼
KNðviÞ\NðvjÞðviÞ

KVðviÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KVðviÞ $ KVðvjÞ

q
(1)

where KNðviÞ\NðvjÞðviÞ is the local k-core value of node vi in the interaction of neighborhood
of vi and vj, KVðviÞ is the k-core value of node vi in the whole network.

Inspired by the RA index and local path (LP) similarity index (Zhou, Lü & Zhang, 2009),
Xu, Guo & Yang (2020) proposed a novel similarity index based on a two-level
neighborhood of nodes. RA makes full use of the topological information of nodes to
improve the accuracy of similarity between nodes. LP similarity index and the two-level
neighborhood similarity (TNS) index are defined as follows.

S ¼ A2 þ aA3 (2)

where S denotes the similarity matrix, A denotes the node adjacent matrix and a denotes
the free parameter.

Table 1 Common used similarity indices.

Similarity index
name

Definition Formula References

Jaccard index The ratio of the intersection of two nodes’ neighbors to the union of two node`s neighbors. """
NðviÞ \ NðvjÞ
NðviÞ [ NðvjÞ

"""
Jaccard (1901)

Salton index The ratio of the intersection of two nodes’ neighbors to the radical sign of the product of the
number of two nodes′ neighbors.

jNðviÞ \ NðvjÞjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jNðviÞjjNðvjÞj

p
Salton & McGill
(1986)

Resource
allocation
(RA) index

The sum of the reciprocal of degrees of all nodes within the intersection of two node
neighbors.

P
vn2NðviÞ\NðvjÞ

1
dvn

Zhou, Lü & Zhang
(2009)

Common
neighbors
(CN) index

The size of intersection of two node neighbors. jNðviÞ \ NðvjÞj Granovetter
(1973)
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Sðvi; vjÞ ¼
X

vl2NðviÞ\NðvjÞ
1
dvl

þ
X

vm2NðviÞ; vn2NðvjÞ
Amnffiffiffiffiffiffiffiffiffiffiffiffiffi
dvmdvn

p (3)

Liu et al. (2022) introduced a node similarity index named CN, which combines the
common neighbors and degree of node. CN is defined as follows.

Sðvi; vjÞ ¼ jNðviÞ \ NðvjÞjþ
1

dvidvj
(4)

MOTIVATIONS AND BASIC DEFINITIONS
Motivation
As described in “Related Works”, researches in the field of seed selection methods,
community expansion methods and similarity indices have made a lot of progress.
However, there are still problems with the implementation of local community detection
algorithms, which prevent accurate results from being obtained.

In the realm of community detection algorithms, one of the most significant challenges
is the seed dependence problem. Essentially, the quality of the given node determines the
accuracy of the resulting community partition. To address this issue, Ding, Zhang & Yang
(2018) proposed a seed selection method called SSSC that effectively solves the seed
dependence problem. This problem arises when the accuracy of the community detection
algorithm depending heavily on the quality of the given seed. Specifically, the method
involves comparing the centrality between the alternative seed and the given node, and
then comparing the similarity between these two nodes with the maximum similarity
obtained before. However, this method is correct only when the alternative seed and the
given node are in the same community. In cases where the alternative seed and the given
node are not in the same community, but the alternative seed has the greatest centrality
and greater similarity with the given node, SSSC will still consider this node as the
alternative seed of the given node. This leads to incorrect results, which we refer to as the
seed deviation problem. As such, further research is required to address this issue and
improve the accuracy of community detection algorithms.

Secondly, a local community detection algorithm typically optimize only one type of
quality function during the process of community expansion. While this approach my
yield satisfactory results for certain types of networks, it can lead to less efficient
performance when dealing with other types of networks. In particular, a quality function
that describes a community with only one structural feature may not be sufficient for more
complex networks (Ding, Zhang & Yang, 2020). As a result, community detection
algorithms may face the quality function limitation problem. As such, further research is
required to address this issue and improve the accuracy of community detection.

To solve the problems of seed dependence and seed deviation, we propose an improve
seed selection method that first considers similarity first. This ensures that the alternative
seed and the given node are in the same community. We then calculate the node centrality.
We consider the problem with a simple example in Fig. 1. As shown in Fig. 1, the similarity
between v3 and v1 is lower than that between v2 and v1, but v3 has a greater node centrality
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(9) than v2, which has a centrality of (6). In this condition, SSSC considers v3 as the
alternative seed of v1 under this condition. However, since v2 is more similar to v1 than v3
is. Additionally, v3, and v1 are in the same community. Therefore, v2 is actually the
alternative seed of v1.

To mitigate the quality function limitations problem, a novel local community detection
algorithm based on the optimization of the interaction relationships is proposed, which
deprecates the quality function. The proposed motivation is to develop with precision
similarity indices that can accurately calculate the interaction relationship. To achieve
higher precision in measuring node similarity than existing measures, this study gradually
obtains more neighbourhood information gradually.

Problem definition
This study focuses on a graph called G ¼ ðV; EÞ. The node set composed of all nodes in the
graph is represented by V. The link set composed of all links between these nodes is
represented by E, and A is a two-dimensional array called adjacent matrix that records
whether two nodes are connected. Aij ¼ 1 denotes that there is a link between node i and
node j that is connected; otherwise, Aij ¼ 0.

The given node denotes an initial node given in local community detection algorithms.
A community C denotes a collection of nodes and their connected links, where C = {v1, v2,
…, vj} (C ∈ C, vi ∈ V). The initial community denotes the community composed of seed
and its part of neighbors. The expending community denotes the community in
expanding. The result community denotes the community detected by algorithms. This
study aims to detect a community C where the given node really locates.

Basic definitions
Definition 1 (Node neighbors). The node neighbors of node v are defined as follows:

NðvÞ ¼ fuju 2 V;Auv ¼ 1g; v 2 V (5)

where A is the adjacent matrix of graph G, and if Auv = 1, it means that there is a link

Figure 1 A sample of seed selection method. v1 is the given node with node centrality 5, v2 is the given
node with node centrality 6, v3 is the given node with node centrality 9.

Full-size DOI: 10.7717/peerj-cs.1386/fig-1
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between node v and node u. The definition of node neighbors is a set of nodes with links
connected to the node.

Definition 2 (Node influential scope). The node influential scope of node v is defined as
follows:

NIðvÞ ¼ fuju 2 NðvÞ;Auv ¼ 1g; v 2 V (6)

where N(v) denotes node neighbors defined in Definition 1. The definition of node
influential scope is a set of nodes consists of node neighbors and node itself.

Definition 3 (Community neighbors). The community neighbors of community C is
defined as follows:

NðCÞ ¼ fuju =2C;NðvÞ; 9v 2 C; ðu; vÞ 2 Eg; v 2 V ; fuju 2 jC; 9v 2 C; ðu; vÞ 2 Eg (7)

where E denotes the set of links of network G. The definlition of community neighbors is a
set of external nodes that have links connected to the members of the community.

Definition 4 (Node degree). The node degree of node v is defined as follows:

dðvÞ ¼ jNðvÞj; v 2 V (8)

The definition of node degree is the number of node links.
Definition 5 (Local centrality). The local centrality of node v is defined as follows:

LCðvÞ ¼ fvi; vjjvi; vj 2 NIðvÞ; Aij ¼ 1g; v 2 V (9)

We measure node centrality by examining links within the node’s influential scope
defined in Definition 2. The more links there are within the scope, the greater the node’s
centrality.

Definition 6 (Node similarity 1). The first similarity index proposed in this article
between node vi and vj is defined as follows:

S1ðvm; vnÞ ¼ fvi; vjjvi; vj 2 NðvmÞ \ NðvnÞ; Aij ¼ 1g; v 2 V (10)

We measure the similarity between the neighborhood of vm and vn by analyzing the
links between them. The more links there are within the two nodes’ influential scope, the
greater their similarity. We can describe this similarity index with the simple example
shown in Fig. 2, where S1ðv1; v2Þ ¼ 14.

Definition 7 (Node similarity 2). The second similarity index proposed in this article
between node vi and vj is defined as follows:

S2ðvm; vnÞ ¼
X

vi;vj2NðvmÞ\NðvnÞ; Aij¼1
jdðviÞ þ dðvjÞj; v 2 V (11)

The contribution of each link within the node influential scope to the similarity of two
nodes is likely not the same. Therefore, we assign weights to the links based on the degree
of nodes on both sides of the link. The similarity between nodes is then calculated as the
degree sum of the nodes at both ends of the link within the common influence scope.
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Definition 8 (Node similarity 3). The third similarity index proposed in this article
between node vi and vj is defined as follows:

S3ðvm; vnÞ ¼
X

vl2NðvmÞ\NðvnÞ
jNIðvlÞj $ S2ðvm; vnÞ; v 2 V (12)

The contribution of each node within the node influential scope compared to the
similarity of two nodes is likely not the same. Thus, Definition 7 describes the similarity
index within the influence scope of these two adjacent nodes. Based on Definition 7, we
multiply the number of nodes within the influence scope of each node in the common
influential scope of two adjacent nodes by the similarity index, and sum all that of nodes in
the scope. We can show this similarity index with the simple example in Fig. 2, where
S1ðv1; v2Þ ¼ ð3þ 5þ 3þ 7þ 5þ 9þ 3þ 1þ 5þ 1Þ $ 102 ¼ 4;284.

Definition 9 (Node community similarity). The node community similarity between
node v and community C is defined as follows:

NCSðv;CÞ ¼
X

u 2 ðNðvÞ\ CÞ
NSðu; vÞ; u; v 2 V (13)

where NSðu; vÞ represents a method of node similarity calculation.
We calculate the similarity between node v and community C by sum the similarity

between node v and each node in community which has a link with node v.

Proposed algorithm
Algorithm 1 shows the pseudocode of OIRLCD. To facilitate readers’ understanding of the
proposed algorithm, we provide flowcharts of the seed selection process and community
expansion process in Figs. 3 and 4, respectively. This section provides a detailed
description of the proposed algorithm.

Initialization (Lines 1–4). Line 2 initializes the empty community C, which will store the
final result. Based on Definition 4, Line 3 calculates the node degree of each node in node
set V. Based on Definition 5, Line 4 calculates the local centrality of each node in node set
V.

Seed selection (Lines 4–21). The seed selection process searches for the core node of the
community where the given node is located as the alternative seed. To find the alternative
seed for a given node, two requirements must be met. First, the alternative seed must have
the maximum similarity to the given node to ensure that they are in the same community.

Figure 2 A sample of a simple network. Full-size DOI: 10.7717/peerj-cs.1386/fig-2
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Algorithm 1 The local community detection algorithm based on optimization of interaction
relationship (OIRLCD)

Input: Graph G ¼ ,V; E. , link set E, node set V, seed node vseed , Node influence measure Inf .

Output: Community C.

Process:

1: Initialization:

2: Initialize a community C; C ¼ f;

3: Calculate the degree dðviÞ of each node based on Definition 4, vi 2 V ;

4: Calculate the local centrality LCðdviÞ of each node based on Definition 5, vi 2 V ;

5: Seed selection process:

6: Set vtemp ¼ vseed ;

7: Set max_similarity = 0;

8: do

9: Initialize vseed ¼ vtemp;

10: Calculate neighboring nodes NðvtempÞ of vtemp based on Definition 1;

11: for all vi 2 NðvtempÞ do

12: Calculate the node similarity Sðvi; vtempÞ between vi and vtemp based on Definition 8;

13: if Sðvi; vtempÞ > max similarity then

14: max_similarity = Sðvi; vtempÞ;

15: if LCðviÞ > LCðvtempÞ then

16: vtemp ¼ vi;

17: end if

18: end if

19: end for

20: while vseed 6¼ vtemp

21: return vseed ;

22: Community expansion process:

23: initialize C ¼ NIðvseedÞ;

24: cleanup C.

25: initialize Ctemp ¼ C;

26: Set suspicious_list = f;

27: do

28: C ¼ Ctemp;

29: Get the community neighbors NðCtempÞ based on Definition 3;

30: suspicious_list = NðCÞ;

31: while suspicious_list 6¼ f do

32: Pull vi from suspicious_list;

33: Calculate the node community similarity NCSðvi;CÞ between vi and C based on Definition 9;

Wang et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1386 10/33

http://dx.doi.org/10.7717/peerj-cs.1386
https://peerj.com/computer-science/


Second, the alternative seed must have the greater local centrality than the given node to
ensure that the alternative seed is closer to the center of the community than the given
node. As shown in Algorithm 1, Line 7 sets max_similarity as zero to store the greatest
similarity value. Line 10 obtains all neighboring nodes NðvtempÞ of vtemp based on
Definition 1. Line 12 calculates node similarity based on Definition 8 to ensure that all the
comparison algorithms with different similarity indices should have the same seed node
for community expansion. For each node in NðvtempÞ, the process will replace the previous

Algorithm 1 (continued)

34: Calculate the node community similarity NCSðvi; !CÞ between vi and !C ¼ NðviÞ $ C based on
Definition 9;

35: if NCSðvi;CÞ > NCSðvi; !CÞ then

36: add vi to C;

37: end if

38: end while

39: while C 6¼ Ctemp

40: return C

Figure 3 The flow chart of seed selection process. Full-size DOI: 10.7717/peerj-cs.1386/fig-3
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alternative seed (Line 16) if it satisfies the two conditions mentioned above. Executing the
program until all nodes in NðvtempÞ are calculated (Lines 11–19). Lines 8–20 search for the
alternative seed until no neighboring nodes of the current alternative seed meet the
conditions. Line 20 sets the current alternative seed as the seed and sends this seed to the
community expansion process.

Community expansion (Lines 21–39). For community expansion, the proposed
algorithm gradually adds the community neighbors that meet specific conditions. An
eligible community neighbor is one whose similarity to the community is greater than its
similarity to the rest of the nodes in the network. As shown in Algorithm 1, Line 23
initializes the initial community C as the influential scope of the seed. Line 24 excluded
nodes which is not meeting the conditions above. Line 29 obtains all community neighbors
NðCtempÞ of Ctemp based on Definition 3. Line 33 calculates the node community similarity
NCSðvi;CÞ based on Definition 9 between node vi and the community C. The remaining
nodes of the network G are regarded as community !C. Line 34 calculates the node
community similarity NCSðvi; !CÞ between node vi and the community !C. When
NCSðvi;CÞ > NCSðvi; !CÞ, vi should be added to the community C. Executing the program
until all nodes in NðCtempÞ are calculated (Lines 31–38). Lines 27–39 execute community
expansion until no community neighboring nodes of the current community C meet the
conditions. Line 20 returns the current community C.

Figure 4 The flow chart of community expansion process.
Full-size DOI: 10.7717/peerj-cs.1386/fig-4
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Time complexity analysis
This section analyzes the time complexity of OIRLCD. All the comparison algorithms are
executed on the network G ¼ ðV ;EÞ where the average degree !d.

First, the initialization process includes Definition 4 and Definition 5, with the time
complexity of Oð!dÞ and Oð!d2Þ. So the first process needs Oð!d2Þ. Secondly, the seed
selection process use the Definition 8 to calculate the node similarity, and its time
complexity is Oð!d2Þ. So the seed selection process needs Oð!d3Þ. Thirdly, the community
expansion process first calculates the community neighbors based on Definition 3 with
time complexityOð!d2Þ. The mean distance from the community edge to its core node is set
as !r. The proposed similarity index defined as Definition 6, Definition 7 and Definition 8
with time complexity Oð!d2Þ, Oð!d2Þ, Oð!d2Þ, respectively. Finally, the overall time
complexity of our three proposed algorithm need Oð!r!d2Þ.

Calculating Jaccard similarity index needs Oð1Þ, calculating Salton similarity index
needs Oð1Þ, calculating RA similarity index needs Oð!dÞ, calculating the CS similarity index
needs Oðnd 3Þ, calculating the TNS similarity index needs Oðnd 2Þ and calculating the CN
similarity index needs Oðd 2Þ. Finally, the overall time complexity of the proposed
algorithms and the comparison algorithms are listed in Table 2. The symbols in the table
that C denotes the size detected community; jCj denotes the size of detected community;
jSj denotes the size of the shell sub-network of C; jNj denotes the size of the neighbor sub-
network of C.

EXPERIMENTS AND ANALYSIS
The experimental environment of this study is as follows: the proposed algorithm and the
comparison algorithms are programmed in JAVA; all the programs involved in this study
are running in a computer with AMD Ryzen 5 5600H with Radeon Graphics 3.30 GHz and
16 GB RAM. The experiments are implemented in the proposed algorithm and seven
comparison algorithms on six real-world networks and three groups of different
parameters artificial networks, and the experimental results using four commonly used
local community indicators. Table 3 displays related symbols and their explanations.

Evaluation criteria
Normalized mutual information (Danon et al., 2005) (NMI) and F-score (Li, Wang &Wu,
2015) is two widely used methods for evluating community quality. This study verified the
resulting communities of OIRLCD and comparison algorithms on these two indicators.

Normalized mutual information
Danon et al. (2005) used information entropy to measure the quality of a cluster. This
information entropy describes the uncertainty of possible events of an information source
They called this method the normal mutual information (NMI) measure (Danon et al.,
2005). In the definition of NMI, matrix N with rows are members from real-world
communities and columns are members from the detected communities. Element Nij in
matrix N represent the numbers of nodes that exist in both community i and community j
(Danon et al., 2005). The formula for NMI is as follows:
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NMIðCA;CBÞ ¼
$2

PjCAj

i¼1

PjCBj

j¼1
NijlogðNijN=Ni:N :jÞ

PjCAj

i¼1
Ni:logðNi:=NÞ

PjCBj

j¼1
N :jlogðN :j=NÞ

(14)

where |CA| denotes communities in real-world, CB denotes communities detected by the
algorithms.Ni. andN.j denote the sums of the elements in row i and column j, respectively.

Table 2 Time complexity list of OIRLCD and comparison algorithms.

Algorithms Time complexity References

OIRLCDF Oð!r!s!d2Þ [-]

OIRLCDS Oð!r!s!d3Þ [-]

OIRLCDT Oð!r!s!d3Þ [-]

Jaccard Oð!dÞ Jaccard (1901)

Salton Oð!dÞ Salton & McGill (1986)

RA Oð!dÞ Zhou, Lü & Zhang (2009)

CS OðjCjð!dlogjCjÞÞ Zhang, Ding & Yang (2019)

TNS Oð!djCjlogjCj) Xu, Guo & Yang (2020)

CN Oð!d2Þ Liu et al. (2022)

LWP Oð!djCj2Þ Clauset (2005)

Chen Oð!djCj2jNjÞ Chen, Zaï & Goebel (2009)

LS Oðmaxf!djNjjSj; !djNjlogjNjgÞ Wu et al. (2012)

LCD OðmaxfjSj3 d=3; jSjjCj2gÞ Fanrong et al. (2014)

RTLCD Oðrmaxf!djCjlogjCj; jCjð!dlogjCjÞ þ d
4gÞ Ding, Zhang & Yang (2018)

Table 3 List of symbols and descriptions.

Symbols Descriptions (for network G)

n The number of nodes

m The number of links

d The mean degree

dmax The maximum degree of node

jCjmin
The minimum size of the community

jCjmax
The maximum size of the community

jCj The average size of the community

m The mixing parameter

On The number of overlapping nodes

Om The average number of node overlaps

nC The number of communities
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NMI can measure the similarity between clustering results and the real-world data. The
greater the similarity between the communities detected by algorithms and the real-world
communities, the higher theNMI. The maximum value ofNMI is one when the results and
real-world are identical.

F-score
F-score (Li, Wang &Wu, 2015) is common used in the evaluation method of classification
model. F-score is defined as follows:

F ¼ 2" Precision " Recall
Precision þ Recall

(15)

Recall ¼ CR \ CD

CG
(16)

Precision ¼ CR \ CD

CD
(17)

where CR denotes entities in ground-truth community and CD denotes entities in
community detected by the algorithm.

We calculate Recall by dividing the numbers of nodes correctly found by the size of the
real-world community. We calculate Accuracy by dividing those nodes correctly found by
the size of the community detected by the algorithm. F-Score considers both of these
methods comprehensively.

Datasets
Artificial networks
Lancichinetti Fortunato Radicchi (LFR) (Lancichinetti, Fortunato & Radicchi, 2008) is a
widely used method in complex network research for generating artificial networks that
have properties similar to real-world networks. To very the performance of the proposed
algorithms and comparison algorithms, three groups of artificial networks generated by
LFR are used. LFR generates different artificial networks by setting these parameters: µ is a
mixing parameter that describes the difficulty of describing the network structure. The
greater µ is, the more difficult it is to describe the community structure. jCjmin represents
the minimum community size in the network; d represents the mean degree of node and
dmax represents the maximum degree of node; On represents the number of overlapping
nodes and Om represents the overlap times of each overlapping node.

This study employs the control variable method to test the performance of the proposed
algorithms and the comparison algorithms with different parameters. In this experiment,
we change only one parameter at a time. Table 4 lists the settings of artificial networks
generated by LFR, where the expression [a: b: c] are the value of parameter ranges from a to
c with a span of b. The artificial network with a series of parameter µ is represented by LFR-
µ; that with a series of parameters !d and dmax is represented by LFR-αsize; and that with a
series of parameters jCjmin and jCjmax is represented by LFR-αdegree. To ensure
experimental precision, we use LFR to generate 10 artificial networks under each set of
parameters and calculate the average value of each group of results.
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Real-world networks
Table 5 displays the characteristics of six widely used real-world networks involved in this
study. The Karate Club network (Zachary, 1977) is the membership network of a karate
club in an American university. The Football network is the result of 2,000 American
College Football League (Girvan & Newman, 2002). RU, EN, ES and FR are derived from
http://snap.stanford.edu/data/. To ensure completion of the experiment within the
specified time, we remove the links with Hub Promoted Index (HPI) coefficients less than
0.8 in RU, EN, ES and FR of the network. The reason for these results is that for networks
RU, EN, ES and FR with an HPI coefficient less than 0.8 reserved, most local community
detection algorithms included in this study could not complete the test within the specified
time.

Experimental settings
In this experiment, we refer to the proposed algorithms based on Definition 6, Definition 7
and Definition 8 as OIRLCDF, OIRLCDS and OIRLCDT respectively. Additionally, each
algorithm has a version that uses SSCS called Algorithm1 and a version that uses SSSC
called Algorithm 2. For example, OIRLCDF1 and OIRLCDF2 represent the algorithms that
use SSCS and those that use SSSC, respectively. During the comparative experiments, we
only replace the similarity indices of node similarity in the proposed algorithms. We name
the corresponding algorithms based on the similarity index used. Three commonly used
similarity indices involved in this experiment are the Jaccard similarity index (Jaccard,
1901), Salton similarity index (Salton &McGill, 1986) and RA similarity index (Zhou, Lü &
Zhang, 2009). Three novel complex similarity indices involved in this experiment are CS
(Zhou, Lü & Zhang, 2009), TNS (Xu, Guo & Yang, 2020) and CN (Liu et al., 2022).

In addition, we compareOIRLCD to five existing local community detection algorithms:
LWP (Luo, Wang and Promislow) (Luo, Wang & Promislow, 2008), Chen (Chen, Zaï &
Goebel, 2009), LS (link similarity) (Chen, Zaï & Goebel, 2009), LCD (local community
detection based on maximum cliques) (Wu et al., 2012) and RTLCD (Zhang, Ding & Yang,
2019).

Luo, Wang & Promislow (2008) proposed an improved quality functionM based on the
Clauset algorithm (Clauset, 2005). M is calculated by dividing the inner links of the
community by the links between communities. Similar to the Clauset algorithm, the LWP
algorithm expands the community by optimizing the quality function M. To manage
outliers, Chen, Zaï & Goebel (2009) proposed a local community detection algorithm based
on quality function L. The Chen algorithm rechecks the removed nodes to identify whether

Table 4 The parameter configuration for LFR benchmark network.

Network n d dmax jCjmin jCjmax
µ On Om

LFR-µ 1,000 5 25 5 100 [0.1:0.1:0.8] 0 0

LFR-αsize 1,000 5 25 [10:5:30] 10 × [10:5:30] 0.1 0 0

LFR-αdegree 1,000 [5:1:10] 10 × [5:1:10] 5 100 0.1 0 0
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they optimize the quality function; this operation can reduce the effects of outliers. Wu
et al. (2012) proposed a local community detection algorithm based on link similarity (LS)
that calculates similarity based on the intersection of adjacent nodes of the node and
adjacent nodes of the community. The LS algorithm expands communities by optimizing
node similarity. Fanrong et al. (2014) proposed a local community detection algorithm
(LCD) based on maximum network cliques. The LCD algorithm searches maximum
cliques as seeds and expands from these nodes by optimizing the distribution of maximum
cliques. Zhang, Ding & Yang (2019) proposed a robust community detection algorithm
RTLCD which consists of two stages: seed selection stage and community expansion stage.
During seed selection stage, RTLCD searches the core node as the alternative seed of the
given node, which solves the seed-dependent problem. In the community expansion stage,
RTLCD expands the community by node relation strength, which maintains seed validity.

Additionally, the proposed and other algorithms are applied to the dataset mentioned
above, with the exception that any algorithm running for more than 24 h is stopped.

Experimental results on real-world networks
Table 6 describes the performance of the proposed algorithms and five existing local
community detection algorithms based on NMI, Recall, Precision, F-score and time
metrics in six real-world networks. The best and the second-best values are marked in bold.
Table 7 lists the percentage gains in terms of NMI and F-Measure for algorithms using
SSCS compared to algorithms using SSSC.

From Table 6, we can observe thatOIRLCDT outperformsOIRLCDS in the NMI, Recall,
Precision, F-score metrics; and OIRLCDS outperforms OIRLCDT in these metrics.
Improving the precision of the similarity index improves the performance of algorithms on
each metric. This phenomenon demonstrates that enhancing the precision of the similarity
index can increase the accuracy of detecting local communities. Notably, OIRLCDT
outperforms all the other comparison algorithms, except LCD, on each metric of all six
real-world networks. Therefore, OIRLCDT can effectively detect local communities and
exhibit better performance than the existing algorithms tested in this study. However, LCD
can achieve good performance, but it lacks scalability in three large real-world networks;
these results indicate that LCD is not competitive in large real-world networks. It is further
observed that OIRLCDF, OIRLCDS and OIRLCDT show gradual improvement in the time

Table 5 The characteristics of real-world networks.

Network n m !d µ jCj jCjmax
On Om

Karate 34 156 4.58 0.128 2 17 0 –

Football 115 1,226 10.66 0.357 12 35 0 –

Musae_RU 896 3,698 4.12 0.47 565 233 547 6.23

Musae_EN 918 1,081 2.50 0.266 560 43 507 3.80

Musae_ES 1,529 6,602 5.18 0.47 978 285 958 6.51

Musae_FR 2,521 13,064 5.18 0.56 1,689 589 1,670 7.39
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Table 6 The results of comparison algorithms on six real-world networks. The best and the second-best values are marked in bold.

Karate OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

NMI 0.9138 0.9138 1 1 1 1 0.669 0.669

Recall 0.9706 0.9706 1 1 1 1 0.8529 0.8529

Precision 1 1 1 1 1 1 0.9723 0.9723

F-score 0.9849 0.9849 1 1 1 1 0.9004 0.9004

Time(ms) 21 18 18 16 78 28 14 10

Karate RA1 RA2 CS1 CS2 TNS1 TNS2 CN1 CN2

NMI 0.669 0.669 0.9138 0.9138 1 1 0.8372 0.8372

Recall 0.8529 0.8529 0.9706 0.9706 1 1 0.9706 0.9706

Precision 0.9723 0.9723 1 1 1 1 0.9723 0.9723

F-score 0.9004 0.9004 0.9849 0.9849 1 1 0.9706 0.9706

Time(ms) 14 12 51 45 46 85 24 12

Karate lcd RTLCD chen ls lwp

NMI 0.4093 1 0.1552 0.1688 0.516

Recall 0.6182 1 0.2071 0.2339 0.6912

Precision 0.8449 1 0.6345 0.5588 0.8019

F-score 0.6918 1 0.2949 0.3171 0.7179

Time(ms) 39 22062 20 7 14

Football OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

NMI 0.7231 0.5714 0.7231 0.5714 0.7148 0.5714 0.7303 0.5853

Recall 0.749 0.6122 0.749 0.6122 0.749 0.6122 0.7421 0.5983

Precision 0.8071 0.5998 0.8071 0.5998 0.8002 0.5998 0.8106 0.6068

F-score 0.7674 0.6038 0.7674 0.6038 0.7635 0.6038 0.7666 0.6023

Time(ms) 179 149 267 239 393 358 146 121

Football RA1 RA2 CS1 CS2 TNS1 TNS2 CN1 CN2

NMI 0.7303 0.5853 0.6412 0.4876 0.7303 0.5853 0.717 0.5853

Recall 0.7421 0.5983 0.6551 0.5026 0.7421 0.5983 0.729 0.5983

Precision 0.8106 0.6068 0.8106 0.6068 0.8106 0.6068 0.8106 0.6068

F-score 0.7666 0.6023 0.7087 0.5385 0.7666 0.6023 0.7579 0.6023

Time(ms) 154 128 393 263 658 567 180 146

Football lcd RTLCD chen ls lwp

NMI 0.5638 0.5146 0.5863 0.5714 0.6023

Recall 0.728 0.9209 0.6665 0.5956 0.6409

Precision 0.6354 0.5568 0.6456 0.6461 0.6257

F-score 0.6708 0.6639 0.6479 0.618 0.6301

Time(ms) 223 311 297 37 36

Musae_EN OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

NMI 0.5791 0.5788 0.632 0.6284 0.6374 0.6332 0.5983 0.593

Recall 0.6446 0.6571 0.828 0.8396 0.8587 0.8704 0.6655 0.6709

Precision 0.7414 0.7273 0.6866 0.674 0.6805 0.6671 0.7277 0.7149

F-score 0.6447 0.6455 0.7014 0.6989 0.7058 0.7026 0.6636 0.6592

Time(ms) 123 103 172 133 200 165 122 103
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Table 6 (continued)

Karate OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

musae_EN RA1 RA2 CS1 CS2 TNS1 TNS2 CN1 CN2

NMI 0.5935 0.592 0.489 0.4859 0.6242 0.6233 0.5977 0.5929

Recall 0.6534 0.6646 0.58 0.588 0.761 0.7718 0.669 0.6758

Precision 0.7331 0.7176 0.7341 0.7226 0.7185 0.7044 0.7271 0.7147

F-score 0.6586 0.6584 0.568 0.5656 0.6915 0.6915 0.6633 0.6595

Time(ms) 133 109 182 151 292 194 116 100

musae_EN lcd RTLCD chen ls lwp

NMI 0.6919 0.5867 0.3476 0.5784 0.6138

Recall 0.8544 0.8346 0.3736 0.6592 0.7359

Precision 0.7496 0.6663 0.468 0.6777 0.6613

F-score 0.7652 0.6633 0.4022 0.6338 0.6696

Time(ms) 270 0 436 85 82

musae_ES OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

NMI 0.3207 0.3057 0.3437 0.3282 0.3445 0.3288 0.3242 0.3029

Recall 0.592 0.6004 0.751 0.7694 0.7666 0.788 0.5354 0.5302

Precision 0.4838 0.4412 0.4397 0.3968 0.4337 0.3913 0.4862 0.4446

F-score 0.4217 0.4058 0.4456 0.4294 0.4465 0.43 0.4248 0.4018

Time(ms) 35,588 33,979 36,132 33,823 70,832 68,487 38,523 36,521

musae_ES RA1 RA2 CS1 CS2 TNS1 TNS2 CN1 CN2

NMI 0.3268 0.3111 0.2992 0.2856 0.3426 0.3293 0.334 0.3164

Recall 0.5571 0.5626 0.6428 0.6626 0.6732 0.6906 0.5972 0.6018

Precision 0.4889 0.4441 0.4584 0.4151 0.464 0.4183 0.48 0.4379

F-score 0.4269 0.4101 0.4029 0.3889 0.4376 0.4238 0.4334 0.4149

Time(ms) 34,623 32,025 39,846 37,721 108,327 111,225 37,279 35,310

musae_ES lcd RTLCD chen ls lwp

NMI 0.4212 0.3125 0.2094 0.2356 0.218

Recall 0.6752 0.7916 0.2438 0.2461 0.2952

Precision 0.5734 0.3434 0.3397 0.4401 0.2586

F-score 0.5374 0.3784 0.255 0.2798 0.2518

Time(ms) 2,888,734 0 161,900 5,244 1,246

musae_FR OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

NMI 0.198 0.1898 0.2202 0.2125 0.2222 0.2141 0.2127 0.2012

Recall 0.5928 0.6093 0.6936 0.7124 0.707 0.7212 0.4812 0.4867

Precision 0.3715 0.34 0.3607 0.3287 0.3552 0.3251 0.4017 0.3664

F-score 0.3225 0.3148 0.3477 0.3404 0.3501 0.3423 0.3382 0.3274

Time(ms) 908,895 876,780 698,960 661,200 1,541,239 1,497,477 713,875 676,211

musae_FR RA1 RA2 CS1 CS2 TNS1 TNS2 CN1 CN2

NMI 0.2074 0.2017 0.1947 0.1873 0.2265 0.2207 0.2176 0.208

Recall 0.445 0.4562 0.5403 0.5545 0.5552 0.5699 0.5125 0.5213

Precision 0.413 0.3769 0.3869 0.3523 0.3981 0.3635 0.4006 0.3653

F-score 0.3235 0.319 0.3136 0.3067 0.3452 0.3403 0.3367 0.3277

(Continued)
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Table 6 (continued)

Karate OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

Time(ms) 748,261 723,873 1,021,364 996,331 4,132,092 3,939,218 710,195 703,725

musae_FR lcd RTLCD chen ls lwp

NMI 0 0.1875 0.1326 0.1399 0.1189

Recall 0 0.8087 0.1469 0.1409 0.1683

Precision 0 0.2921 0.255 0.3595 0.1387

F-score 0 0.3138 0.1627 0.1713 0.1363

Time(ms) – 0 1,493,458 115,455 17,136

musae_RU OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

NMI 0.348 0.3328 0.3929 0.3815 0.3987 0.3812 0.3648 0.3437

Recall 0.4981 0.5015 0.765 0.8326 0.7996 0.8425 0.476 0.4776

Precision 0.5625 0.4939 0.4915 0.4372 0.4816 0.433 0.5657 0.4991

F-score 0.4438 0.4264 0.5023 0.4907 0.5114 0.4894 0.4524 0.4299

Time(ms) 13,533 13,942 12,646 13,124 26,046 26,354 13,620 13,935

musae_RU RA1 RA2 CS1 CS2 TNS1 TNS2 CN1 CN2

NMI 0.3582 0.3421 0.3224 0.3111 0.3769 0.3651 0.3634 0.3446

Recall 0.4631 0.4701 0.4856 0.4975 0.5483 0.563 0.4924 0.4988

Precision 0.5712 0.5014 0.5429 0.4867 0.5585 0.4869 0.5634 0.4939

F-score 0.4455 0.4282 0.4255 0.4124 0.4733 0.4605 0.4558 0.4361

Time(ms) 9,934 9,345 15,003 15,332 51,548 56,526 13,906 14,138

musae_RU lcd RTLCD chen ls lwp

NMI 0.4573 0.3637 0.2045 0.3088 0.3156

Recall 0.6982 0.8229 0.2253 0.3478 0.4209

Precision 0.6062 0.4486 0.323 0.4925 0.3665

F-score 0.5785 0.4851 0.2482 0.366 0.3643

Time(ms) 1,897,590 80,925 55,170 2,380 1,414

Table 7 The percentage of improvement between comparison algorithms on six real-world
networks.

karate OIRLCDF OIRLCDS OIRLCDT Jaccard RA CS TNS CN

NMI 0 0 0 0 0 0 0 0

F-score 0 0 0 0 0 0 0 0

football OIRLCDF OIRLCDS OIRLCDT Jaccard RA CS TNS CN

NMI 15.17 15.17 14.34 14.5 16.36 16.36 15.97 16.43

F-score 14.5 15.36 14.5 13.17 16.43 17.02 16.43 15.56

musae_EN OIRLCDF OIRLCDS OIRLCDT Jaccard RA CS TNS CN

NMI 0.05 0.57 0.66 0.89 0.25 0.64 0.14 0.81

F-score −0.12 0.36 0.46 0.67 0.03 0.42 0.00 0.58

musae_ES OIRLCDF OIRLCDS OIRLCDT Jaccard RA CS TNS CN

NMI 4.91 4.72 4.77 7.03 5.05 4.76 4.04 5.56
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metric, suggesting that it takes more time to enhance the accuracy of similarity indicators
in detecting communities.

Table 7 shows that, when using the same similarity index, the algorithm using SSCS
outperforms the noe using SSSC. This result suggests that SSCS is more effective than SSSC
in finding the core node. Table 6 shows that the algorithm using SSCS takes more time than
the one using SSSC. For the Karate network, SSCS performs the same as SSSC because the
Karate network is so small for different seed selection strategies to make a significant
difference.

Experimental results on artificial networks
Experimental results on LFR-µ
We evaluated the community identification ability of the algorithms by analyzing their
results on the artificial network of LFR-µ. The performance of the proposed algorithms and
the comparison algorithms on the NMI and F-score metrics are presented in Tables 8 and
9. The first column of the tables represents the parameter µ, ranging from 0.1 to 0.8, while
the following columns show the performance of each algorithm under the corresponding
µ. As demonstrated in Tables 8 and 9, the performance of all algorithms on NMI and F
score metrics declines from top to bottom. This is because the mixing parameter µ
describing the ratio of the number of neighboring nodes of a node outside the community
to the number of all neighboring nodes of the node. The greater the value of µ, the more
challenging it is to describe the community structure. As µ increases, the performance of
the algorithms declines.

From Tables 8 and 9, we can observe that the performance of OIRLCDT is better than
that of OIRLCDS on NMI and F-score metrics. Similarly, the performance of OIRLCDS is
better than that of OIRLCDSF. This indicates that improving the precision of the similarity
index can lead to better accuracy of detecting local communities. Moreover, the
performance of Jaccard and RA is lower than that of the proposed algorithm, CS, TNS and
CN. This shows that the higher the precision of the similarity index, the more precise the
community detection result. However, the improvement in algorithm precision caused by
the improvement in similarity index precision decreases with an increase in the parameter
µ. This highlights that as the network becomes more complex, the improvement effect of

Table 7 (continued)

karate OIRLCDF OIRLCDS OIRLCDT Jaccard RA CS TNS CN

F-score 3.92 3.77 3.84 5.72 4.10 3.60 3.26 4.46

musae_FR OIRLCDF OIRLCDS OIRLCDT Jaccard RA CS TNS CN

NMI 4.32 3.62 3.78 5.72 2.83 3.95 2.63 4.62

F-score 2.45 2.14 2.28 3.30 1.41 2.25 1.44 2.75

F-score 3.86 4.02 4.66 3.75 4.17 3.23 5.71 2.83

musae_RU OIRLCDF OIRLCDS OIRLCDT Jaccard RA CS TNS CN

NMI 4.57 2.99 4.59 6.14 4.71 3.63 3.23 5.46

F-score 4.08 2.36 4.50 5.23 4.04 3.18 2.78 4.52
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Table 8 NMI of algorithms on LFR-μ. The best and the second-best values are marked in bold.

µ OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

0.1 0.253 0.2406 0.3195 0.3011 0.3656 0.3402 0.1805 0.1657

0.2 0.1529 0.1358 0.1866 0.1639 0.2199 0.1868 0.1003 0.0873

0.3 0.1084 0.0869 0.131 0.1045 0.1595 0.1261 0.0662 0.0498

0.4 0.0603 0.0482 0.0743 0.0608 0.0896 0.0698 0.0354 0.0262

0.5 0.0359 0.0284 0.0446 0.0351 0.0539 0.0419 0.022 0.016

0.6 0.0182 0.0132 0.0233 0.018 0.0272 0.0208 0.0146 0.0101

0.7 0.0108 0.0081 0.0131 0.0104 0.0143 0.0116 0.0101 0.0074

0.8 0.0074 0.0055 0.0085 0.0069 0.0089 0.0073 0.0073 0.0052

µ RA1 RA2 CS1 CS2 CN1 CN2 TNS1 TNS2

0.1 0.1862 0.1719 0.1986 0.1857 0.2102 0.1988 0.1993 0.1887

0.2 0.0992 0.0876 0.1124 0.1007 0.1158 0.1033 0.1053 0.0948

0.3 0.0657 0.0513 0.0792 0.0627 0.083 0.0665 0.0692 0.0541

0.4 0.0337 0.0256 0.0419 0.0312 0.0415 0.0323 0.0332 0.0261

0.5 0.0217 0.016 0.0261 0.0194 0.0252 0.0187 0.0221 0.0167

0.6 0.0145 0.0099 0.0148 0.0102 0.0153 0.0107 0.0141 0.0099

0.7 0.0101 0.0074 0.0104 0.0078 0.0103 0.0078 0.0101 0.0074

0.8 0.0073 0.0052 0.0073 0.0053 0.0074 0.0053 0.0073 0.0052

µ RTLCD LWP Chen LS LCD

0.1 0.3718 0.2865 0.1075 0.0723 0.3504

0.2 0.2025 0.1313 0.0734 0.0496 0.1985

0.3 0.1182 0.0674 0.064 0.0425 0.1169

0.4 0.0642 0.0196 0.0433 0.0189 0.0637

0.5 0.0361 0.0075 0.0325 0.0119 0.0406

0.6 0.0173 0.0044 0.0236 0.0085 0.0256

0.7 0.0101 0.0032 0.0179 0.0069 0.0166

0.8 0.0062 0.0019 0.0131 0.0054 0.0118

Table 9 F-score of algorithms on LFR-μ. The best and the second-best values are marked in bold.

µ OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

0.1 0.2938 0.2753 0.3697 0.3407 0.4285 0.3912 0.2118 0.1923

0.2 0.1849 0.1596 0.2327 0.1987 0.2863 0.2389 0.123 0.1038

0.3 0.1327 0.1042 0.1723 0.1363 0.2235 0.1758 0.0827 0.0609

0.4 0.0764 0.059 0.1069 0.0859 0.1417 0.1108 0.0457 0.0331

0.5 0.0462 0.0354 0.0703 0.0566 0.0956 0.0761 0.0287 0.0205

0.6 0.0237 0.0169 0.0414 0.0334 0.0611 0.0529 0.0191 0.0131

0.7 0.0148 0.0112 0.0275 0.0231 0.0432 0.0414 0.0135 0.0098

0.8 0.01 0.0076 0.0197 0.0179 0.0336 0.0331 0.0096 0.0067

µ RA1 RA2 CS1 CS2 CN1 CN2 TNS1 TNS2

0.1 0.215 0.1968 0.2283 0.2113 0.2416 0.2259 0.2233 0.2095
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similarity index precision decreases, while the time consumption markedly increases, as
shown in Table 10.

Tables 8 and 9 indicate that when using the same similarity index, the algorithm using
SSCS outperforms that using SSSC. Therefore, SSCS is more effective than SSSC when
finding the core node. Table 10 shows that the time cost of the algorithm using SSCS is also
higher than that using SSSC.

In all artificial networks with different µ, the performance of OIRLCDT2 on each metric
is better than that of the comparison algorithms. This indicates that OIRLCDT detects
local communities more effectively than the tested existing algorithms.

Experimental results on LFR- αdegree
We evaluate the ability of different community identification algorithms to handle diverse
node degrees by applying them to artificial networks generated with the LFR-αdegree model.
We list the performance of the proposed algorithms and the comparison algorithms on the
NMI and F-score metrics in Tables 11 and 12. The first column of the tables indicate the
mean node degree ranging from 10 to 30, while the second column represents the
maximum node degree from 100 to 300. The performances of all algorithms on NMI and F
score metrics improves from top to bottom because a greater mean network node degree
represents a more diverse node. The more topological information of the node that we can
use, the easier the community detection.

Tables 11 and 12 show that the performance of OIRLCDT is better than that of
OIRLCDF in terms of NMI and F-score metrics, while the performance of OIRLCDF is
better than that of OIRLCDS. This demonstrates that increasing the precision of the

Table 9 (continued)

µ OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

0.2 0.1196 0.1021 0.1346 0.1171 0.1386 0.1201 0.1244 0.1089

0.3 0.0814 0.0624 0.0959 0.0743 0.1007 0.079 0.0836 0.064

0.4 0.0433 0.0322 0.0531 0.0388 0.0527 0.0401 0.0422 0.0324

0.5 0.028 0.0201 0.0334 0.0243 0.0325 0.0236 0.0283 0.0208

0.6 0.0187 0.0128 0.0193 0.0132 0.0197 0.0138 0.0181 0.0126

0.7 0.0133 0.0096 0.0138 0.0104 0.0137 0.0104 0.0132 0.0097

0.8 0.0094 0.0067 0.0096 0.007 0.0096 0.0069 0.0093 0.0066

µ RTLCD LWP Chen LS LCD

0.1 0.5126 0.3322 0.1521 0.0889 0.4427

0.2 0.3467 0.1777 0.1164 0.064 0.3036

0.3 0.2439 0.1119 0.1111 0.0575 0.2216

0.4 0.1765 0.0469 0.0878 0.0316 0.1594

0.5 0.1337 0.0263 0.0744 0.0229 0.1235

0.6 0.1033 0.0209 0.0626 0.0187 0.0964

0.7 0.0927 0.0217 0.0542 0.017 0.0791

0.8 0.0837 0.015 0.0446 0.0139 0.0666
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similarity index, the more accuracy of detecting local communities. In addition, CS, TNS
and CN outperform Jaccard and RA, which suggests that the higher the precision of the
similarity index, the more precise the community detection result. However, When !d is
greater than 20, the algorithm with the proposed seed selection method performs worse
than the algorithm with the previous seed selection method. This is because, as the mean
degree of the network increases, the centrality index becomes more important. Therefore,
calculating the similarity index first, which leads to a decrease in algorithm precision.
Finally, Table 13 shows that the time consumption has significantly increased.

Tables 11 and 12 show that, when using the same similarity index, the algorithm using
SSCS outperforms the algorithm using SSSC. Therefore, SSCS is more effective than SSSC
in finding the core node. Table 13 indicates that the algorithm using SSCS also takes longer
than the one using SSSC.

Table 10 Times(ms) of algorithms on LFR-µ. The best and the second-best values are marked in bold.

µ OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

0.1 508 639 624 825 1,100 1,437 370 433

0.2 552 788 682 940 1,273 1,775 384 482

0.3 513 691 617 917 1,350 2,006 388 479

0.4 501 685 619 880 1,347 1,956 394 448

0.5 458 575 568 808 1,225 1,866 392 434

0.6 443 485 531 637 1,275 1,906 393 418

0.7 497 559 586 707 1,537 2,289 442 489

0.8 482 516 557 640 1,508 1,981 450 477

µ RA1 RA2 CS1 CS2 CN1 CN2 TNS1 TNS2

0.1 376 446 574 710 433 549 1,095 1,463

0.2 382 478 570 767 442 604 1,223 1,843

0.3 387 469 563 745 447 581 1,223 1,771

0.4 400 459 536 694 443 518 1,257 1,626

0.5 390 425 512 590 422 471 1,259 1,588

0.6 399 423 508 559 422 463 1,312 1,569

0.7 464 488 580 637 485 531 1,558 1,938

0.8 448 469 574 607 472 500 1,550 1,811

µ RTLCD LWP Chen LS LCD

0.1 2,880 321 260 50 3,417

0.2 9,453 315 322 58 3,711

0.3 14,012 327 358 68 3,816

0.4 24,507 359 396 72 3,139

0.5 36,790 321 427 65 3,334

0.6 25,907 327 433 63 3,330

0.7 40,920 371 442 72 3,997

0.8 27,062 338 450 68 3,394
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Table 11 NMI of algorithms on LFR-αdegree.

!d dmax OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

5 50 0.253 0.2406 0.3195 0.3011 0.3656 0.3402 0.1805 0.1657

6 60 0.3688 0.3226 0.442 0.3836 0.5126 0.4456 0.2476 0.2173

7 70 0.3471 0.3145 0.4249 0.3741 0.5069 0.4372 0.2207 0.2041

8 80 0.5143 0.4109 0.6042 0.472 0.6708 0.5032 0.346 0.2842

9 90 0.5568 0.4458 0.6568 0.5195 0.7255 0.5634 0.359 0.2912

10 100 0.6797 0.5086 0.7464 0.5369 0.8182 0.5674 0.5105 0.3837
!d dmax RA1 RA2 CS1 CS2 CN1 CN2 TNS1 TNS2

5 50 0.1862 0.1719 0.1986 0.1857 0.2102 0.1988 0.1993 0.1887

6 60 0.2534 0.2215 0.2606 0.2292 0.2806 0.2485 0.2664 0.236

7 70 0.2252 0.2103 0.2346 0.2207 0.2655 0.2519 0.2578 0.2412

8 80 0.372 0.3036 0.3805 0.3057 0.3976 0.3282 0.3973 0.3269

9 90 0.3651 0.3 0.3709 0.2962 0.3953 0.3154 0.3851 0.314

10 100 0.5229 0.3843 0.5329 0.4018 0.5515 0.4166 0.57 0.4376
!d dmax RTLCD Clauset LWP Chen LS LCD

5 50 0.3718 0.1927 0.2865 0.1075 0.0723 0.3504

6 60 0.4697 0.2623 0.4988 0.1776 0.0408 0.5049

7 70 0.4913 0.2439 0.4584 0.1631 0.0329 0.4878

8 80 0.504 0.3776 0.7167 0.334 0.0537 0.636

9 90 0.5263 0.3518 0.6653 0.3121 0.0492 0.6244

10 100 0.5245 0.4468 0.8102 0.484 0.0482 0.6931

Table 12 F-score of algorithms on LFR-αdegree.

!d dmax OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

5 50 0.2938 0.2753 0.3697 0.3407 0.4285 0.3912 0.2118 0.1923

6 60 0.4107 0.3523 0.4842 0.414 0.5661 0.4851 0.2713 0.2341

7 70 0.3956 0.3503 0.4737 0.4091 0.568 0.4804 0.2442 0.221

8 80 0.5443 0.4229 0.6349 0.4829 0.7111 0.519 0.3583 0.2883

9 90 0.587 0.462 0.6873 0.5326 0.7574 0.5758 0.3699 0.2952

10 100 0.6984 0.5127 0.7647 0.5384 0.8432 0.5712 0.5186 0.3849
!d dmax RA1 RA2 CS1 CS2 CN1 CN2 TNS1 TNS2

5 50 0.215 0.1968 0.2283 0.2113 0.2416 0.2259 0.2233 0.2095

6 60 0.2756 0.2371 0.2846 0.2461 0.3067 0.2667 0.2843 0.2477

7 70 0.2492 0.2284 0.2593 0.2391 0.2931 0.2724 0.2771 0.255

8 80 0.3846 0.3094 0.3907 0.3083 0.4109 0.3335 0.4058 0.3292

9 90 0.3755 0.3036 0.3814 0.3001 0.4076 0.3192 0.3932 0.3171

10 100 0.5311 0.3858 0.5404 0.4018 0.5589 0.4172 0.5755 0.4358
!d dmax RTLCD Clauset LWP Chen LS LCD

5 50 0.5126 0.2657 0.3322 0.1521 0.0889 0.4427

6 60 0.5973 0.3185 0.5068 0.221 0.0455 0.5637

(Continued)

Wang et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1386 25/33

http://dx.doi.org/10.7717/peerj-cs.1386
https://peerj.com/computer-science/


In all artificial networks with different value of parameter !d, OIRLCDT2 outperforms
the other comparison algorithms across all metrics. This result shows that the proposed
algorithm can effectively perform local community detection and is superior to existing
algorithms tested in this study.

Experimental results on LFR- αsize
We evaluated the ability of community identification algorithms to handle diverse
community structures by testing them on the artificial networks of LFR-αsize. The
performance of the proposed algorithms and the comparison algorithms was measured
using the NMI and F-score metrics, and the results are presented in Tables 14 and 15. The
first column of the tables shows the minimum community size (ranging from 10 to 30),

Table 12 (continued)

!d dmax OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

7 70 0.6153 0.3009 0.4668 0.2051 0.0368 0.5478

8 80 0.6157 0.4195 0.7218 0.3751 0.0564 0.673

9 90 0.6423 0.3934 0.6715 0.3503 0.052 0.662

10 100 0.6423 0.4801 0.8152 0.5166 0.0494 0.7188

Table 13 Times(ms) of algorithms on LFR-αdegree.

!d dmax OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

5 50 498 641 617 822 1,060 1,406 358 417

6 60 1,278 1,708 1,529 2,067 2,980 3,839 751 956

7 70 1,419 1,826 1,658 2,068 3,480 4,483 819 1,096

8 80 2,867 3,661 3,455 4,266 7,017 8,796 1,717 2,303

9 90 3,791 5,256 4,391 5,513 8,935 11,271 2,060 2,981

10 100 6,189 7,937 6,891 8,216 15,287 17,512 4,033 4,853
!d dmax RA1 RA2 CS1 CS2 CN1 CN2 TNS1 TNS2

5 50 361 440 553 699 419 539 1,075 1,459

6 60 764 979 1,202 1,636 890 1,155 2,974 4,436

7 70 859 1,168 1,344 1,875 1,019 1,414 3,590 5,346

8 80 1,784 2,410 3,034 4,211 2,139 2,836 8,840 12,865

9 90 2,092 2,879 3,476 4,823 2,471 3,405 10,460 15,391

10 100 4,022 4,782 7,476 10,028 4,750 6,196 24,352 34,385
!d dmax RTLCD Clauset LWP Chen LS LCD

5 50 2,935 386 312 266 51 3,428

6 60 10,234 1,366 931 1,185 62 26,707

7 70 13,970 1,523 946 1,168 68 29,684

8 80 34,977 5,896 1,689 8,247 78 90,802

9 90 28,342 5,661 1,715 7,472 86 115,424

10 100 52,847 14,396 2,344 31,798 106 217,044
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and the second column is the maximum size of the community (ranging from 100 to 300).
As the community size increases, the structure of the network becomes more diverse,
making community detection more challenging. Thus, the performance of all algorithms
on NMI and F scoremetrics worsens from top to bottom. The reason for this phenomenon
is as follows. As the maximum and minimum size of communities in a networkd increase,
the community structure becomes more diverse. This increased diversity in the
community structure makes community detection more difficult.

Tables 14 and 15 demonstrate that the performance of OIRLCDT is better than that of
OIRLCDS in terms ofNMI and F-score metrics, and the performance ofOIRLCDS is better
than that of OIRLCDF. Thus, increasing the precision of the similarity index improves the
performance of algorithms on each metric. This phenomenon highlights that improving
the precision of similarity helps to increase the precision of the local community detection
algorithm. Furthermore, the performance of Jaccard and RA is lower than that of the
proposed algorithm, CS, TNS and CN. This shows that the higher the precision of
similarity index, the more precise the community detection result. As the community size
increases, the algorithm using SSSC outperforms the one using SSCS. This phenomenon
occurs because the similarity index become more important as the community size
increase. Therefore, calculating the similarity index first is more effective than calculating
the centrality index first, leading to an increase in algorithm precision. However, this also
markedly increases the time consumption, as shown in Table 16.

Tables 14 and 15 show that when using the same similarity index, the algorithm using
SSCS performs better than that using SSSC. This result indicates that SSCS is more effective

Table 14 NMI of algorithms on LFR-αsize.

jCjmin jCjmax
OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

10 100 0.253 0.2406 0.3195 0.3011 0.3656 0.3402 0.1805 0.1657

15 150 0.1404 0.1324 0.1872 0.184 0.231 0.225 0.0945 0.0865

20 200 0.0799 0.0802 0.1227 0.1226 0.1592 0.1637 0.0532 0.0526

25 250 0.0695 0.08 0.1005 0.1166 0.1334 0.1481 0.0364 0.0381

30 300 0.0434 0.0493 0.07 0.0796 0.1052 0.1181 0.0217 0.0204

jCjmin jCjmax
RA1 RA2 CS1 CS2 CN1 CN2 TNS1 TNS2

10 100 0.1862 0.1719 0.1986 0.1857 0.2102 0.1988 0.1993 0.1887

15 150 0.0947 0.0887 0.1028 0.0935 0.1091 0.1008 0.1059 0.0982

20 200 0.051 0.0507 0.0542 0.0545 0.0577 0.0583 0.0526 0.053

25 250 0.0371 0.0401 0.0443 0.0487 0.0478 0.0522 0.0412 0.0454

30 300 0.0215 0.021 0.025 0.0247 0.0269 0.027 0.0242 0.0248

jCjmin jCjmax
RTLCD Clauset LWP Chen LS LCD

10 100 0.3718 0.1927 0.2865 0.1075 0.0723 0.3504

15 150 0.2991 0.1253 0.1836 0.0711 0.0338 0.2331

20 200 0.2234 0.0869 0.1232 0.0486 0.0208 0.1679

25 250 0.205 0.0696 0.0971 0.0397 0.015 0.1375

30 300 0.1733 0.0468 0.0532 0.028 0.0079 0.0935
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Table 15 F-score of algorithms on LFR-αsize.

jCjmin jCjmax
OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

10 100 0.2938 0.2753 0.3697 0.3407 0.4285 0.3912 0.2118 0.1923

15 150 0.1685 0.1575 0.2265 0.2214 0.2897 0.2791 0.1156 0.1035

20 200 0.1023 0.1004 0.1583 0.1561 0.2121 0.2137 0.0678 0.0655

25 250 0.0886 0.0992 0.1326 0.1498 0.1858 0.202 0.049 0.05

30 300 0.0569 0.0602 0.0984 0.1071 0.1522 0.1642 0.0307 0.0272

jCjmin jCjmax
RA1 RA2 CS1 CS2 CN1 CN2 TNS1 TNS2

10 100 0.215 0.1968 0.2283 0.2113 0.2416 0.2259 0.2233 0.2095

15 150 0.1146 0.1052 0.1234 0.11 0.1311 0.1188 0.1235 0.1122

20 200 0.0642 0.0627 0.0684 0.0677 0.0727 0.0721 0.0653 0.0644

25 250 0.0489 0.0517 0.0571 0.061 0.0608 0.0645 0.051 0.0544

30 300 0.0299 0.0272 0.0335 0.0311 0.036 0.0337 0.0316 0.0299

jCjmin jCjmax
RTLCD Clauset LWP Chen LS LCD

10 100 0.5126 0.2657 0.3322 0.1521 0.0889 0.4427

15 150 0.4538 0.1882 0.2305 0.1066 0.0454 0.326

20 200 0.3982 0.1408 0.167 0.0781 0.0297 0.2535

25 250 0.3744 0.1191 0.137 0.0667 0.0223 0.218

30 300 0.3539 0.0873 0.083 0.0506 0.0126 0.1658

Table 16 Times(ms) of algorithms on LFR-αsize.

jCjmin jCjmax
OIRLCDF1 OIRLCDF2 OIRLCDS1 OIRLCDS2 OIRLCDT1 OIRLCDT2 Jaccard1 Jaccard2

10 100 508 639 624 825 1,100 1,437 370 433

15 150 434 565 546 789 1,002 1,424 319 366

20 200 457 578 579 777 1,137 1,557 351 433

25 250 491 625 592 825 1,151 1,625 357 424

30 300 485 733 659 945 1,342 2,000 380 482

jCjmin jCjmax
RA1 RA2 CS1 CS2 CN1 CN2 TNS1 TNS2

10 100 376 446 574 710 433 549 1,095 1,463

15 150 327 401 482 600 362 444 966 1,325

20 200 344 413 506 620 383 489 1,034 1,367

25 250 363 434 518 660 398 498 1,092 1,503

30 300 381 489 522 714 417 546 1,199 1,797

jCjmin jCjmax
RTLCD Clauset LWP Chen LS LCD

10 100 2,880 375 321 260 50 3,417

15 150 3,750 390 413 269 51 5,004

20 200 4,987 421 396 301 55 4,957

25 250 5,931 440 386 318 55 4,581

30 300 10,301 415 390 347 53 5,457
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than SSSC in finding the core node. Table 16 shows that the time cost of the algorithm
using SSCS also takes more time than that using SSSC.

In all artificial networks with different αsize, OIRLCDT2 outperforms the other
comparison algorithms on each metric. These results show that the proposed algorithm
can effectively perform local community detection better than existing algorithms tested in
this study.

CONCLUSION
This study proposes a novel local community detection algorithm called OIRLCD, based
on the optimization of the interaction relationships between nodes rather than using the
quality function. First, during seed selection process, a novel seed selection method is used
to search for the alternative seeds of the given node. This method iteratively searches the
most similar neighbor node of the given node, which has the greater node centrality than
the given node. The final result is taken as the seed. Second, in the community expansion
process, a novel similarity index to used measure the interaction relationship between
nodes and community, and communities are expanded communities by adding the node
with the most significant interaction relationship to the community.

The proposed similarity index to added to the same algorithm with the other three basic
similarity indices and the three latest similarity indices. The proposed algorithm is then
compared with five existing local community algorithms in both real-world networks and
artificial networks. Experimental results show that the optimization of interaction
relationship algorithms based on node similarity can detect communities accurately and
efficiently, and a good similarity index can highlight the advantages of the algorithm based
on interaction optimization. In addition, the advantages of algorithms with the precision
similarity index decrease with the increasing network complexity and are not affected by
the parameter mean degree and community size of the network. The advantages of
algorithms with the proposed SSCS decreases as the parameter mean degree increases;
increases as the parameter community size increases; and are not affected by network
complexity.

However, there are still some areas that need optimization in this field of study,
including finding the optimal balance of time consumption and similarity precision.
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ABSTRACT
The environmental damage caused by air pollution has recently become the focus of
city council policies. The concept of the green city has emerged as an urban solution
by which to confront environmental challenges worldwide and is founded on air
pollution levels that have increased meaningfully as a result of traffic in urban areas.
Local governments are attempting to meet environmental challenges by developing
public traffic policies such as air pollution protocols. However, several problems must
still be solved, such as the need to link smart cars to these pollution protocols in order
to find more optimal routes. We have, therefore, attempted to address this problem
by conducting a study of local policies in the city of Madrid (Spain) with the aim of
determining the importance of the vehicle routing problem (VRP), and the need to
optimise a set of routes for a fleet. The results of this study have allowed us to propose
a framework with which to dynamically implement traffic constraints. This
framework consists of three main layers: the data layer, the prediction layer and the
event generation layer. With regard to the data layer, a dataset has been generated
from traffic data concerning the city of Madrid, and deep learning techniques have
then been applied to this data. The results obtained show that there are
interdependencies between several factors, such as weather conditions, air quality
and the local event calendar, which have an impact on drivers’ behaviour. These
interdependencies have allowed the development of an ontological model, together
with an event generation system that can anticipate changes and dynamically
restructure traffic restrictions in order to obtain a more efficient traffic system. This
system has been validated using real data from the city of Madrid.

Subjects Agents and Multi-Agent Systems, Artificial Intelligence, Real-Time and Embedded
Systems, Neural Networks
Keywords Air pollution, Green city, Pollution protocol, Vehicle routing problem, Deep learning,
Ontology, Traffic system

INTRODUCTION
Motivation
Urban traffic management is a considerable socio-economic challenge that has a direct
impact on cities and metropolitan areas. The impact of traffic congestion is a negative
factor because it increases pollution levels and travel time (Kong et al., 2016). Moreover,
solving transportation problems will help to reduce traffic jam levels, pollution levels,
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investments in infrastructures, and the maintenance of road and transportation systems
(Kuang et al., 2019). Studying these decision-making issues is an important branch of
research on urban intelligence that is required in order to build a model-based approach
(An, Jennings & Li, 2017). The applications currently available combine the usefulness of
real time systems that inform the user of certain conditions in urban areas (Silva, Analide
& Novais, 2014) and 5G networks with which to improve network capacity in network
congestion scenarios (Cheng et al., 2018). Open Data has, in recent years, become a
transparent and frequently-adopted tool that allows citizens to share historical and real-
time data regarding cities. This tool is aligned with an elite group of intelligent urban-
planning pioneers that are leading the transformation of cities such as Singapore, Vienna,
Barcelona, and Tokyo into more democratic and sophisticated metropolitan areas (von
Richthofen, Tomarchio & Costa, 2019). For instance, in Spain, the Madrid City Council
provides information related to different fields such as traffic flow, weather conditions, air
pollution levels or noise levels, among others (Madrid City Council, 2022). This
information has already been used to predict air quality levels depending on traffic flow
conditions (Lana et al., 2016). The air pollution predictions in London are linked with
traffic conditions (Maciag et al., 2019). In this respect, Shams et al. (2021) correlated the
influence of traffic flow with NO2, and in Wroclaw, the temporal correlation between
meteorological and air pollution conditions is considered on the basis of traffic flow
(Brunello et al., 2019). Many cities such as Barcelona, Madrid or Vienna are accordingly
extending traffic restriction policies so as to improve their air quality. The publication of
scientific articles addressing this issue is very recent, but some research works have
provided interesting contributions and limitations. For instance, Borge et al. (2018)
measured the impact of the Madrid NO2 protocol using a multi-scale air quality model and
a street-level approach for one of the main streets in the city. The results obtained after
using different estimated traffic demand scenarios showed that only the most restrictive
measure would produce a noticeable improvement in air quality. Moreover, this study had
some limitations since it did not consider the local calendar holidays, along with the need
to implement dynamic and permanent measures. Aligned with the limitations of static
traffic models, Tsanakas, Ekström & Olstam (2020) designed a methodology with which to
overcome the tendency of traffic conditions to underestimate emissions aggregated over
time and space. They therefore considered that it would, in the future, be interesting to
estimate emissions dynamically in order to load and evaluate the effect for applications
such as air quality modelling. The first approach to consider the implementation of local
policies was introduced in Rodriguez Rey et al. (2021). These authors presented a modelling
system based on the city-wide Low Emission Zone (LEZ), which restricts the entry of the
most polluting vehicles into Barcelona. They evidenced the insufficiency of these local
policies as regards complying with EU air quality standards owing to their lack of
dynamism. Moreover, they presented some limitations in order to discover the impact of
additional measures that are not being considered by Barcelona city council, such as the
implementation of a congestion charge.

Previous works have presented interesting approaches related to traffic and pollution.
Most of them have provided different scenarios in order to demonstrate the importance of
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designing traffic restrictions with which to reduce pollution levels. Furthermore, they have
provided limitations in order to apply dynamic scenarios for smart cars and implement
specific variables such as congestion charges or local calendar holidays. There is
consequently still a need to design and validate dynamic traffic restrictions on the basis of
future pollution levels associated with traffic status so as to optimise a set of routes for a
fleet.

We therefore present this work in order to address these open issues. Our work is
organised in the following sections: the Related Works section, which provides a summary
of the work being carried out in this area; the Methods section, which explains the
methodology employed; the Results section, which shows dataset information and a
performance evaluation; the Discussion section, in which the significance of our findings is
described and interpreted, and finally, the Conclusion section, which presents the strengths
and limitations of our work, along with promising directions for future work.

Contribution
In an attempt to overcome the aforementioned limitations, we present an ontology based
on the Madrid City Pollution Protocol, whose purpose is to facilitate the design of a
methodology for the dynamic adoption of traffic restrictions. This approach is based on
the connectionist learning and inter-ontology similarities (CILIOS) (Rosaci, 2007), who
suggested the integration of an ontology in order to represent concepts, functions and
causal implications among events in a multi-agent environment by using a mechanism
that is capable of inducing logical rules representing agent behaviour on the basis of neural
networks. Neural networks are frequently integrated into forecasting systems because the
information is transformed into a sinusoidal time-varying signal and can have a proper
working frequency (Pappalardo et al., 1998). The use of these fundamentals as a basis is, to
the best of our knowledge, the first attempt to combine local mobility policies with
pollution levels by employing an ontology based on data generated by neural networks. In
this research, we used historical open data obtained from Madrid city council, thus
allowing us to provide our ontology with real data. The last full year with all the data for
every month is 2022, and this year has, therefore been used as a reference in our work.
These real data have been used to provide a detailed statistical analysis of the relationship
between air pollution, atmospheric variables, the local calendar and road traffic status.
LSTM-RNN for time-series pollution level forecasting was also applied in this work by
benchmarking the most frequently used forecasting algorithms. This choice was based on
the best mean absolute error (MAE) between the validation and the test. Finally, we
provided a dashboard, which was used to test our ontology with historical and future dates
so as to validate our proposal.

RELATED WORK
This section provides a summary of the existing work on traffic forecasting. The majority
of the work uses the long short-term memory (LSTM) recurrent neural network (RNN).
For example, Kang, Lv & Chen (2018) employ various input settings in LSTM-RNN
predictions, which include traffic flow, speed and occupancy. In their work, Bogaerts et al.
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(2020) use graph convolution to provide the spatial features of traffic and its temporal
features by means of long short term memory (LSTM). In addition, some authors include
weather conditions as an important feature, such as Awan, Minerva & Crespi (2020a), who
propose an LSTM-RNN with which to improve road traffic forecasting using air pollution
and atmospheric data in Madrid. In Tehran (Iran), Sadeghi-Niaraki et al. (2020) made a
classification of weather conditions, weekdays, and hour days and presented a short-term
flow traffic prediction model based on the modified Elman recurrent neural network
model (GA-MENN). Some authors have used other approaches. For example, Zhou et al.
(2021) combined RNNs and convolutional neural networks (CNNs) by sliding windows
over a map, while Vélez-Serrano et al. (2021) proposed CNNs for the spatio-temporal
structure of a set of sensors. In their work, Zhang & Kabuka (2018) used RNN to predict
traffic flow on the basis of weather conditions such as temperature, smoke or wind speed.
In Hou, Deng & Cui (2021), the temporal correlation and periodicity of traffic flow data
were integrated with the disturbance of weather factors in order to compare different deep
learning algorithms, while Essien et al. (2021) proposed a new approach in which social
networks such as Twitter were used to predict the traffic flow in Greater Manchester,
United Kingdom. The work of Brunello et al. (2019) shows how weather and air quality
conditions were correlated in order to predict traffic flow in Wroclaw, Poland, and Lee,
Jeon & Sohn (2021) used spatial-temporal correlations to develop a traffic-speed predictive
methodology in Gangnam, Seoul, Korea. According to Ma, Song & Li (2021), some of the
factors in inter- and intra-day traffic patterns can be critical. In Guiyang, Guizhou
province, China, Wang et al. (2020) implemented a traffic flow prediction method by
combining the Group method of data handling (GMDH) with the seasonal autoregressive
integrated moving average (SARIMA). In their work, Bie et al. (2017) used loop detectors
to collect data onWhitemud Drive, Edmonton, Canada, and introduced weather factors in
order to free flow speed, capacity, and critical density in the METANET model, while
Shahid et al. (2021) proposed a framework in which regression models were used to
forecast air pollution caused by road traffic. However, most works have not considered
pollution as key feature for their predictions. To address this issue, few works have applied
ontologies to improve smart cities environments (Espinoza-Arias, Poveda-Villalón &
Corcho, 2020; Mulero Martínez et al., 2018). For instance, Gonzalez-Mendoza, Velasco-
Bermeo & López Orozco (2018) represented a pollution and traffic knowledge within a
domain through ontologies. These ontologies classify things, actions, features based on
traffic status and pollution status. This approach is very useful to implement control traffic
systems in smart cities to reduce pollution levels. Accordingly, many cities have recently
published public protocols with which to combat traffic pollution levels. We believe that
pollution levels affect traffic patterns because these protocols activate restrictions related to
speed, access to districts and parking. The pollution protocol model has, to the best of our
knowledge, not yet been studied in literature. We believe that it is necessary to understand
the importance of protocols in order to improve traffic forecasting.
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METHODS
The objective of this article is to design a methodology for the dynamic adoption of traffic
restrictions. As shown in Fig. 1, our framework consists of three layers: Data Layer,
Prediction Layer, and Event Generation Layer. A more detailed explanation of our
framework is provided as follows. The Data Layer extracts all the data from the Madrid
City Open Data portal in csv format, and these files are consumed by the Prediction Layer.
This layer ingests this data and its output is a forecast. This forecast, which is generated by
a time series ML algorithm, returns future pollution values. These predictions are inferred
by the ontology in the Event Generation Layer. This ontology internally normalises the
official pollution protocol published by the Madrid City Council in 2020. This protocol
establishes different alarm levels depending on the air quality values: In the range of [180–
200) mg/m3 are Early Warning level, in the range of [200–400) mg/m3 are Warning level,
and values greater than 400 mg/m3 are Alert level. Therefore, the output of this ontology is
an alarm pollution level (Inactive, Early Warning, Warning, and Alert) according to this
pollution protocol.

Data layer
This layer collects historical data in order to feed our framework. First, a large set of data
regarding traffic intensities and pollution levels was stored, after which we collected data
from the Madrid City Council’s Open Data website (Madrid City Council, 2022) in CSV
format. Moreover, we extracted data related to weather conditions and local calendar from
the same source. This raw data is provided by more than 4,000 traffic intensity sensors, 26
weather stations and 24 air quality stations. For our prediction case, we focused on Madrid
Central. This area constitutes the urban core, which consists of around 50 traffic intensity
sensors together with one station for weather and air quality (Fig. 2).

Traffic status data in Madrid covers the entire metropolitan area of the city. As shown in
Table 1, we filtered the data of those stations that are inside the target area. From an initial
number of 4,000 traffic sensors, around 50 have been chosen that are located within
Central Madrid. We extracted the main values that are related to traffic from these stations:

Figure 1 Pollution ontology-based event generation framework. Full-size DOI: 10.7717/peerj-cs.1534/fig-1
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intensity and occupancy. Intensity is the number of vehicles that pass through a fixed
section in a given time, while occupancy is the ratio between vehicles and the distance
between vehicles on the road per lane, represented as a percentage. Accordingly, we
reduced the number of columns compared to the original. In this case, we reduced the ones
that we considered important from 13 columns to six. The selected columns are the
following:

! id: Sensor identification code (integer)

! date_timestamp: Date timestamp (timestamp)

Figure 2 Traffic intensity sensors (A), weather-air quality stations (B) in Madrid Central (yellow color). Google, Instituto Geográfico Nacional
(Google, 2022). Full-size DOI: 10.7717/peerj-cs.1534/fig-2

Table 1 Dataset analysis of rows and columns.

Dataset No. rows No. rows No. columns No. columns
name (Original) (Filtered) (Original) (Filtered)

Traffic status 28,247,866 8,760 13 6

Weather 33,852 8,760 12 3

Air quality 1,332,889 8,760 13 3

Local calendar 28,567 365 19 3

Merged dataset (prediction input) 8,760 8,760 9 10*

Note:
* These columns are explained in the Prediction Layer section (see Table 2).
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! date_id: Date time (integer)

! hour_of_day: Hour time (integer)

! intensity: Traffic intensity value (double)

! occupancy: Traffic occupancy value (double)

Currently, there are 26 weather stations in Madrid, but we filtered all the data to collect
the data referring to the Madrid Central district. Afterwards, we merged temperature and
humidity values due to their importance in our study. The final dataset have been reduced
from initial 12 columns to three.

! date_id: Date time (integer)

! humidity: Weather humidity value (double)

! temperature: Weather temperature value (double)

Air quality data represents the urban levels detected by 24 stations. In the same way as
with the weather data, we used the data related to the Madrid Central district. The original
data comes with several magnitudes related to air quality, but we focused on the magnitude
that is established in the pollution protocol. The Madrid pollution protocol uses only the
NO2 magnitude to apply different restrictions and this motivates the use of this magnitude
in our study. As in the previous cases, we decreased the number of columns from 13 to
three:

! date_id: Date time (integer)

! hour: Hour time (integer)

! value: NO2 value (Double)

Local calendar data includes all public holidays and working days throughout the year
in Madrid. This distinction is important to be able to distinguish how labor mobility
influences traffic. We selected three columns out of 19 possible columns:

! date_id: Date time (integer)

! day_of_week: Day of the week (integer)

! is_holiday: Working/Holiday (integer)

Merged dataset combines the information needed by our architecture. This match is
based on date and time. We used date_id to make this combination possible and build this
dataset. The columns are as follows:

! date_timestamp: Date timestamp (timestamp)

! hour_of_day: Hour time (integer)

! day_of_week: Day of the week (integer)

! is_holiday: Working/Holiday (integer)

! no2_level: NO2 value (Double)

! humidity: Weather humidity value (double)
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! temperature: Weather temperature value (double)

! intensity: Traffic intensity value (double)

! occupancy: Traffic occupancy value (double)

Prediction layer
This layer represents our pollution level forecasting. Our analysis is divided into two
categories: (1) statistical-based feature selection analysis and (2) predictive analysis. We
first correlated weather, local calendar and air quality conditions with traffic intensity
status. This approach makes it possible to explain the choice of features and their influence
on traffic. We then collected and analysed metrics in order to attain a highly accurate
pollution level using LSTM-RNN.

Statistical-based feature selection analysis
As illustrated in Fig. 3, we randomly selected two traffic intensity sensors (4301 and 4306)
in a 250–m perimeter of the weather and air quality station (35) in order to explain the

Figure 3 Location of traffic intensity sensors and weather-air quality stations selected. Google,
Instituto Geográfico Nacional (Google, 2022). Full-size DOI: 10.7717/peerj-cs.1534/fig-3
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correlation of the different features. This selection depended on the analysis of the
aggregated data in order to understand any possible correlations among weather, air
quality and the local calendar, and the hourly traffic status obtained from nearby traffic
sensors. These correlations were then accordingly plotted in order to visualise patterns.

Our first analysis consisted of examining the most frequent traffic intensities. As
illustrated in Fig. 4, the most frequent traffic intensity at Sensor 4301 is between 0 and 250,
which appears more than 2,000 times. The least frequent is between 1,250 and 1,500, less
than 100 times, while the mean is slightly higher than 400 vehicles/hour. This sensor,
therefore steadily decreases from 250 to 1,000, but there are some low values above 1,000
that appear infrequently. In the case of sensor 4306, the most frequent is between 750 and
1,000, which occurs more than 2,000 times. The least frequent is between 1,500 and 1,750,
less than 100 times, while the mean is slightly lower than 600 vehicles/hour. This sensor
does not behave in a regular manner and consequently has a significant effect on the
results. This signifies that some other variables are influencing traffic intensity.

Our second analysis focused on weather conditions. Figure 5 shows the correlation
between temperature and traffic intensity. These values are the mean values obtained for
both sensors. At first glance, the lower the temperature, the higher the number of vehicles
passing by sensor 4301. Even if in the case of the 4306 sensor, the ranges (25–30] and (30–
35) also present higher values. These optimal values are located roughly between the ranges
(5–10] and (10–15]. With regard to sensor 4301, the highest value is located within the
range (10–15], while the lowest values are influenced by temperatures of over 20 degrees.
Sensor 4306 behaves in a similar manner to sensor 4301, but the lowest values are within
the range (15–20]. The temperature consequently affects urban traffic intensity, thus it is
necessary to study other variables that, together with temperature, can better explain
certain differences in other results between the two sensors.

Figure 4 Traffic intensity histogram for sensor 4301 and sensor 4306. Full-size DOI: 10.7717/peerj-cs.1534/fig-4

Ruiz de Gauna et al. (2023), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.1534 9/33

http://dx.doi.org/10.7717/peerj-cs.1534/fig-4
http://dx.doi.org/10.7717/peerj-cs.1534
https://peerj.com/computer-science/


The third analysis was based on humidity in order to estimate rainfall days. As shown in
Fig. 6, the humidity affects the traffic intensity at sensors 4301 and 4306. The higher the
humidity, the higher the number of vehicles detected by the sensor. On the one hand, the
highest values are located in the range [80–100) for both sensors, while on the other, the
lowest values are in the range [20–40]. These results evidence the importance of humidity
and temperatures as regards predicting future traffic intensities.

In our fourth analysis, we analysed the importance of local calendar traffic intensities.
The bank holidays in Spain can fall on any day of the week and there may also be different

Figure 5 Traffic intensity and temperature for sensor 4301 and sensor 4306.
Full-size DOI: 10.7717/peerj-cs.1534/fig-5

Figure 6 Traffic intensity and humidity for sensor 4301 and sensor 4306.
Full-size DOI: 10.7717/peerj-cs.1534/fig-6
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values depending on the local calendar. As illustrated in Fig. 7, holidays affect the number
of vehicles passing by both sensors. On the one hand, bank holidays that fall on Mondays
have higher values than those for working Mondays at sensors 4301 and 4306. On the
other, working Fridays are significantly higher than holiday Fridays. Both sensors provide
similar behavior for the other weekdays. Sensors 4301 and 4306 have higher values for
working Tuesdays, Thursdays, Fridays and Saturdays, but the absolute values on weekdays
at sensor 4306 are higher. This shows the importance of this feature as regards traffic
intensity distribution.

The last analysis is related to the importance of traffic intensity in the case of air quality
levels. As shown in Fig. 8, traffic intensity affects air quality conditions. We focused on
NO2, since this is the parameter that is taken into account when implementing traffic
restrictions in the city of Madrid (station 35). NO2 behaves similarly to traffic intensity.
The peak of vehicles/hour and gas levels detected by sensors 4301 and 4306 takes place
between 10 am and 3 pm. Moreover, a valley is observed for both of them between 5 pm

Figure 7 Traffic intensity correlation by day of week. Full-size DOI: 10.7717/peerj-cs.1534/fig-7

Figure 8 Correlation between traffic intensity and air quality with respect to each hour of the day.
Full-size DOI: 10.7717/peerj-cs.1534/fig-8
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and 10 pm. From 3 pm onwards, another significant increase appears that affects both the
traffic intensity and the air quality. The max values are very similar for traffic intensity and
air quality, with the exception of sensor 4301 for which there is a significant decrease in the
last part of the day.

In our statistical-based feature selection analysis was used as the basis on which to
consider the following features in our model: Date timestamp, Hour, Weekday, Holiday,
NO2, Temperature, Humidity, Traffic Occupancy, and Traffic Intensity. The only temporal
features that do not have a regular periodicity are the months (28–31 days) and years (365–
366 days) that can vary over time their values in contrast to hours (24). The management
of periodic features demands to control the management of the inputs of the algorithm.
Therefore, for objects that exhibit periodic behavior, a sinusoidal function can be used as a
modeller since these functions are periodic. These functions solve the curse of
dimensionality and longer computational time for machine learning algorithms (Peng
et al., 2021).

As illustrated in Fig. 9, we applied this function for time day/year signal due to their
periodicity. We calculated the sine as {sinððxÞ # ð2 #!=ðday _ yearÞÞÞ} and the cosine as
{cosððxÞ # ð2 #!=ðday _ yearÞÞÞ}, both for every ‘date_timestamp’ in our merged dataset
(Data Layer) since 1st January of 2022. Therefore, these new features have been included in
our model, instead of the original ‘date_timestamp’ field (Table 2).

As can be observed in Fig. 10, the relationship between the features varies. A heatmap
shows the correlation between features, where the clearer the value between two features,
the more correlated they are with values closer to 1. Using pollution levels as the basis for
our study, intensity and occupancy are the most highly correlated. This validates the
previous analysis where changes in pollution levels were reflected depending on traffic.
Furthermore, hours have a significant effect for both days and years. By contrast,
temperature has a low correlation with pollution levels.

Predictive analysis
Multi-step algorithm benchmarking (1): Before running an algorithm (Fig. 11), it is
common to split a dataset into training and testing sets before fitting a statistical or
machine learning model (Joseph, 2022). We applied a (80%, 10%, 10%) split for the

Figure 9 Sinusoidal function for time day/year signal. Full-size DOI: 10.7717/peerj-cs.1534/fig-9
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training, validation, and test sets. Therefore, we split in such a way as to respect the
temporal ordering and the model is never trained on data from the future and only tested
on data from the future. Secondly, it is necessary to normalise the data in order to
guarantee their quality and the accuracy of the machine/deep learning model (Awan,
Minerva & Crespi, 2020b). We used one of the most common normalisation technique:
Subtract the mean and divide by the standard deviation of each feature. In this technique,
the mean and standard deviation should only be computed using the training data so that
the models have no access to the values in the validation and test sets (Aksu, Güzeller &
Eser, 2019). These features might have had disparate impacts on the quality of our model

Table 2 Features considered in order to train the model.

Feature Label Value/unit

Hour hour_of_day 0–23

Time of day Day sin & Day cos [−1,1]a

Time of year Year sin & Year cos [−1,1]b

Weekday day_of_week 1–7

Holiday is_holiday 0–1

NO2 no2_level mg/m3

Temperature Temperature °C

Humidity Humidity %

Traffic occupancy Occupancy 0–100

Traffic intensity Intensity Veh/h
Notes:

a Day (seconds) = 24 (h/day) * 60 (min/h) * 60 (sec/min).
b Year (seconds) = 365.25 (days/year) * day (sec).

Figure 10 Correlation between features (labels). Full-size DOI: 10.7717/peerj-cs.1534/fig-10
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and we, therefore, studied the importance of each feature considered in order to estimate
these possible impacts. Thirdly, the implementation of sliding window time series (SWTS)
analysis enables to use the resulting predictor, but the driving data should be presented in
the state-space format (Mozaffari, Mozaffari & Azad, 2014).

We used multi-step algorithms in order to work with dynamic and continuous data
(Belgasmia, 2021). This approach is applied to discover the best algorithm for our
prediction case, we compared the multi-step algorithms most frequently used in the state
of the art: Multi-step Dense, LSTM-RNN and CNNs. Some approaches apply Multi-step
Dense to classification problems by training them in a supervised manner; LSTM-RNN in
time series problems; and CNNs in order to learn multiple layers of feature hierarchies
automatically (Ordóñez & Roggen, 2016). The selection was determined by the lowest
Mean Absolute Error (MAE) (Šter, 2013). We initialized the algorithms with two different
strategies based on split sizes (Table 3).

LSTM-RNN tuning (2): As illustrated in Fig. 11, the best option as regards dealing with
temporal patterns is the Long Short-Term Memory Recurrent Neural Network (LSTM-
RNN) (Guo et al., 2016). In accordance with our model, the input will be expressed as
{x ¼ ðx1; x2;…; xTÞ} and the output as {y ¼ ðy1; y2;…; yTÞ} with {T} as time in our traffic
intensity predictions, following the algebraic expressions shown in Ma et al. (2015). The
LSTM-RNN framework works with memory blocks, unlike traditional neural networks,
which work with neurons. A memory block has an input gate, an output gate, and a forget

Figure 11 Multi-step algorithms selection. Full-size DOI: 10.7717/peerj-cs.1534/fig-11
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gate. The output of the input gate is represented as {it}, the output gate as {ot}, and the
forget gate as {ft}. Moreover, the cell and memory activation vectors are symbolized as {ct}
and {mt}, with {b} and {W} representing the bias and the weight. The centered logistic
sigmoid functions are {h} and {g}. Nevertheless, the lack of connection among neurons
within the same layer has some limitations and increases the failure ratio in terms of
spatio-temporal reasoning (Zhao et al., 2017).

To carry out this analysis, we defined five types of algorithm optimizations: Regression,
Windowing regression, Timesteps regression, Batch memory, and Stacked batch memory.
Accordingly, it is necessary to do a deeper study on the optimization of the algorithm:
LSTM-RNN tuning. In a more detailed explanation of each optimization, Regression is the
base calculation methodology for predictions. Windowing regression is intended to
emulate the problem so that multiple recent steps can be used to make the prediction for
the next time step. Timesteps regression takes previous time steps in our time series as
inputs to predict the output at the next time step. Batch memory builds states throughout
the entire training sequence and even maintains them if necessary to make predictions and
lastly, Stacked batch memory which is the addition to the configuration that is required is
that an LSTM layer before each subsequent LSTM layer must return the sequence for the
predictions. To each of them we applied a series of strategies that are detailed below
(Table 4).

Table 3 Multi-step algorithm benchmarking configuration.

Metric Description Strategy-1 Strategy-2

lag Number of lags (hours back) to use for models 168 168

n_ahead Steps ahead to forecast 24 24

split_size Split share in testing 80/10/10 70/20/10

epochs Epochs for training 15 15

batch_size Batch size 512 512

lr Learning rate 0.001 0.001

n_layer Number of neurons in layer 3 3

Table 4 LSTM-RNN tuning configuration.

Metric Strategy-1 Strategy-2 Strategy-3 Strategy-4 Strategy-5 Strategy-6 Strategy-7 Strategy-8

lag 168 168 168 168 168 168 168 168

n_ahead 24 24 24 24 24 24 24 24

split_size 70/20/10 70/20/10 70/20/10 70/20/10 80/10/10 80/20/10 80/10/10 80/10/10

epochs 15 30 15 30 15 30 15 30

batch_size 512 512 512 512 512 512 512 512

lr 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001

n_layer 4 4 8 8 4 4 8 8
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Event generation layer
The objective of this layer is to translate the Madrid City Pollution Protocol (Madrid City
Council, 2022) into our own intelligence in order to generate events according to NO2

levels. As shown in Fig. 12, we have designed an event-based ontology in order to express
this logic semantically. We analysed other works that established ways to adapt the logic of

Figure 12 Pollution protocol domain ontology. Full-size DOI: 10.7717/peerj-cs.1534/fig-12
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smart cities within decision making. For this reason, we based the design of our ontology
on the semantic expression works analysed in the ‘Related Works’.

We first studied different protocols and activation plans. This process is helpful as
regards defining the ‘Core Ontology’ hat contains the main class Protocol with sub-classes
such as Pollution, Health or Security. All cities have different protocols for specific areas,
and this level is where they relate to each other. We then defined the Protocol ‘Domain
Ontology’, which shows the different NO2 activation levels as Early Warning, Warning,
and Alert. Early Warning activates when values exceed 180 mg/m3, Warning 200 mg/m3,
and Alert 400 mg/m3. In addition, pollution has different scenarios depending on air
quality levels and number of times that any alarm has been activated. Finally, we connected
our logic with the lowest level of the ontology. This level is denominated as ‘Instance Data’,
where our ontology infers the predictive data. The relationship between the concepts is
through the alarms that are generated based on pollution levels and the stations. The
station has a category associated with it and belongs to a specific district within the city of
Madrid. An external file (csv) contains all the fields required in order to activate any level
(datetime, url, itemId, itemName, brandName, itemStation, itemCategory and itemLevel).
We run a python script that imports this file in our graph database. Our Domain Ontology
was created in OWL format (World Wide Web Consortium (W3C), 2022) and stored in an
NEO4J graph database (Neo4j, 2022) to carry out this approach. This approach has already
been used in Gong et al. (2018).

Ontology inference
In Algorithm 1, we use our ontology to infer pollution data in order to search for
semantics. The result generates an event that triggers an alarm if any of the NO2 level
thresholds are exceeded (activation levels). This alarm allows us to anticipate increases in
pollution and its effect on the city. At the time of running the inference, we must form a
message with the date, station and pollution levels. What the ontology returns is an alarm
based on whether the limits set by the protocol are exceeded, along with the datetime,
station, and district. We run a python script with the inference sink query in order to
generate an output. This output can be visualized in the Neo4J dashboard and at the same
datetime, the result is sent to a Kafka topic.

Algorithm 1 Ontology inference sink Query.

MATCH (high:Class { name: ?NO2_activation_levels})

CALL n10s.inference.nodesInCategory(high, { inCatRel: "TRIGGERS" })

yield node AS priority

WITH priority MATCH (priority)-[:BY]->(b:Brand)

SET priority.itemLevel = ?NO2_activation_levels

return priority.itemName AS Station, b.brandName AS District,

priority.itemLevel AS AlarmLevel, priority.timestamp AS Datetime
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RESULTS
Multi-step algorithm benchmarking (Predictive analysis): In Table 5, we collected the
results of algorithms benchmarking. LSTM-RNN (‘LSTM’) has the best performance when
compared to CNN (‘Conv’) and Multi-Step Dense in both strategies. These two strategies
provided different results depending on the dataset split strategy. This indicates that there
is a better performance of any metric (MAE, MSE, and RMSE) increasing 10% the train
data. From this analysis it can be deduced that the LSTM-RNN algorithm together with a
strategy of 80%/10%/10% allows to obtain the best performance. Therefore, this is the base
configuration of our model before its optimization.

As illustrated in Fig. 13, the more we increase the number of training data instances, the
better results are obtained. Aligned with what was explained in Table 6, the experiment 6 is
the one with the best performance.

In Fig. 14, we compared the top three experiments through its metrics (MAE, MSE and
RMSE).

Experiments 5 and 3 have very similar values close to 27 in the RMSE, while experiment
6 improves both performances in this metric. This indicates the absolute fit of the model to

Table 5 Multi-step algorithm benchmarking experiments.

LSTM-RNN tunning Configuration Metrics

Experiment Algorithm Strategy Epochs Layers Splits RMSE MSE MAE

Train Test Train Test Train Test

1 Multi-step D. 1 15 3 70/20/10 31.16 30.45 9.71 9.27 28.22 27.94

2 CNN 1 15 3 70/20/10 29.32 28.67 8.59 8.21 26.59 25.94

3 LSTM-RNN 1 15 3 70/20/10 27.43 26.76 7.52 7.16 25.89 24.77

4 Multi-step D. 2 15 3 80/10/10 28.32 27.91 8.02 7.78 27.32 26.13

5 CNN. 2 15 3 80/10/10 26.94 26.74 7.25 7.15 24.58 23.13

6 LSTM-RNN 2 15 3 80/10/10 25.32 25.02 6.41 6.26 22.11 21.23
Note:

Bold entries refer to the strategy with the best performance metrics and the highest values per metric.

Figure 13 Multi-step algorithms experiments. Full-size DOI: 10.7717/peerj-cs.1534/fig-13
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Table 6 LSTM-RNN tuning experiments.

LSTM-RNN tuning Configuration Metrics

Experiment Algorithm Strategy Epochs Layers Splits RMSE MSE MAE

Train Test Train Test Train Test

1 Regression 1 15 4 70/20/10 11.25 11.07 1.26 1.22 6.96 7.30

2 Windowing R. 1 15 4 70/20/10 11.15 10.96 1.24 1.20 6.99 7.18

3 Timesteps R. 1 15 4 70/20/10 11.51 11.42 1.32 1.30 7.08 7.61

4 Batch m. 1 15 4 70/20/10 12.72 11.68 1.61 1.36 9.67 8.81

5 Stacked batch m. 1 15 4 70/20/10 13.83 12.27 1.91 1.50 10.65 9.37

6 Regression 2 30 4 70/20/10 11.22 10.95 1.25 1.19 7.39 7.41

7 Windowing R. 2 30 4 70/20/10 11.24 11.11 1.26 1.23 6.88 7.27

8 Timesteps R. 2 30 4 70/20/10 11.17 11.00 1.24 1.21 6.83 7.21

9 Batch m. 2 30 4 70/20/10 12.72 11.67 1.61 1.36 9.59 8.76

10 Stacked batch m. 2 30 4 70/20/10 12.06 10.98 1.45 1.20 8.96 8.00

11 Regression 3 15 8 70/20/10 11.17 11.00 1.24 1.21 6.88 7.17

12 Windowing R. 3 15 8 70/20/10 11.23 11.08 1.26 1.22 6.85 7.21

13 Timesteps R. 3 15 8 70/20/10 11.57 11.39 1.33 1.29 7.64 7.71

14 Batch m. 3 15 8 70/20/10 12.92 11.91 1.67 1.41 9.63 8.90

15 Stacked batch m. 3 15 8 70/20/10 12.54 11.45 1.57 1.31 9.14 8.37

16 Regression 4 30 8 70/20/10 11.14 11.00 1.24 1.21 6.80 7.11

17 Windowing R. 4 30 8 70/20/10 11.24 11.08 1.26 1.22 7.30 7.42

18 Timesteps R. 4 30 8 70/20/10 11.08 10.87 1.22 1.18 6.82 7.07

19 Batch m. 4 30 8 70/20/10 12.65 11.54 1.60 1.33 9.67 8.67

20 Stacked batch m. 4 30 8 70/20/10 12.36 11.08 1.52 1.22 9.01 7.99

21 Regression 5 15 4 80/10/10 11.40 9.77 1.30 0.95 7.02 6.88

22 Windowing R. 5 15 4 80/10/10 11.75 10.25 1.38 1.05 7.23 7.30

23 Timesteps R. 5 15 4 80/10/10 11.73 10.13 1.37 1.02 7.82 7.32

24 Batch m. 5 15 4 80/10/10 13.21 10.59 1.74 1.12 10.14 8.39

25 Stacked batch m. 5 15 4 80/10/10 12.31 10.17 1.51 1.03 9.30 7.84

26 Regression 6 30 4 80/10/10 11.65 9.94 1.35 0.98 7.64 7.07

27 Windowing R. 6 30 4 80/10/10 11.43 9.68 1.30 0.93 7.47 6.95

28 Timesteps R. 6 30 4 80/10/10 11.30 9.58 1.27 0.91 7.11 6.76

29 Batch m. 6 30 4 80/10/10 13.17 10.69 1.73 1.14 10.33 8.48

30 Stacked batch m. 6 30 4 80/10/10 12.33 10.11 1.52 1.02 9.39 7.84

31 Regression 7 15 8 80/10/10 11.47 9.71 1.31 0.94 7.54 7.00

32 Windowing R. 7 15 8 80/10/10 11.47 9.91 1.31 0.98 7.04 7.02

33 Timesteps R. 7 15 8 80/10/10 11.64 10.24 1.35 1.04 7.24 7.38

34 Batch m. 7 15 8 80/10/10 12.37 10.17 1.53 1.03 9.13 7.83

35 Stacked batch m. 7 15 8 80/10/10 12.65 10.45 1.60 1.09 9.76 8.04

36 Regression 8 30 8 80/10/10 11.43 9.81 1.30 0.96 7.32 7.10

37 Windowing R. 8 30 8 80/10/10 11.54 9.88 1.33 0.97 7.38 7.00

38 Timesteps R. 8 30 8 80/10/10 11.51 10.04 1.32 1.01 7.11 7.19

39 Batch m. 8 30 8 80/10/10 11.96 9.97 1.43 0.99 8.65 7.51

40 Stacked batch m. 8 30 8 80/10/10 12.31 10.24 1.51 1.04 9.38 7.96
Note:

Bold entries refer to the strategy with the best performance metrics and the highest values per metric.
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the data, how close the observed data points are to the predicted values of the model. In the
case of MAE, the experiment is the only one that approaches 20, which represents the
mean absolute error between the predictions of the training and the test.

LSTM-RNN Forecast (Predictive analysis): As evidenced in Fig. 15, most of the
experiments are between the range of 6 and 8 of MAE. It can be ensured that the

Figure 14 Top three algorithm experiments. Full-size DOI: 10.7717/peerj-cs.1534/fig-14

Figure 15 Algorithm tuning comparison by experiment. Full-size DOI: 10.7717/peerj-cs.1534/fig-15
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experiments that have a higher training MAE have worse performance at the test level. In
addition, the models are better in those where the MAE of train improves that of test. In
the other cases, there is surely underfitting and the model does not generalize well.

We collected experiments results in Table 6. A total of forty experiments have been
carried out combining the eight strategies defined based on splits, epochs and layers.

As shown in Fig. 16, the best algorithms have been selected based on the strategy. It can
be seen how the optimizations through regression, windowing regression and timesteps
regression have values less than 8 of MAE for both the training and the test. On the other
hand, the optimizations through batch memory and stacked batch memory exceed in at
least one of them at the threshold of 8, and even 10 of MAE in some cases. In general, it can
be concluded that strategies 5 and 6 are the ones that have obtained the best results for all
the experiments. This is because the data has been increased by 10% and that significantly
influences performance.

In Fig. 17, we compared the top five experiments through its metrics (MAE, MSE and
RMSE). Experiments 27 and 31 have very similar values close to 10 in the RMSE, while
experiment 28 improves both performances in this metric. This means the squared

Figure 16 Algorithm tuning comparison by strategy. Full-size DOI: 10.7717/peerj-cs.1534/fig-16
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Figure 17 Top five algorithm tuning experiments. Full-size DOI: 10.7717/peerj-cs.1534/fig-17

Figure 18 NO2 level with pollution protocol levels in Madrid Central district. Full-size DOI: 10.7717/peerj-cs.1534/fig-18
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difference between the predictions and the target and then averages those values. In the
case of MAE, five experiments are around seven, which illustrates the mean absolute error
between the predictions of the training and the test.

Ontology inference (Event Generation Layer)
As shown in Fig. 18, the quarterly forecast does not trigger any alarms originating from

pollution protocol levels. This implies that no traffic restrictions will be activated because
the NO2 levels are not reaching the minimum of any of the pollution protocol levels (Early
Warning, Warning and Alert).

As shown in Fig. 19, our ontology was used to infer NO2 level data in order to discover
the location and the active pollution level. This figure illustrates how our instance data is
linked to our domain ontology.

As explained in the definition of the Pollution Protocol Domain Ontology (see Event
Generation Layer), the ‘Domain Ontology’ is represented with its alarm levels and
established scenarios (orange color). These alarm levels have a defined range of NO2

pollution in accordance with those established in the official protocol. On the other hand,
in the ‘Instance Data’ we have the stations (light purple color) and their different attributes:
category (green), air quality (brown), and district (red). The ‘Instance Data’ will be
connected through the ‘triggers’ relationship in the event that one of its values at a given
time is within the range established within an alarm level. This happens because each
station provides a range of pollution levels according to the predictions. For instance, in
this figure the relationship ‘triggers’ connects ‘Station 35’ to the alarm level ‘Inactive’ based
on some datetimes in Q1 2023. In this case, no level remained active for these datetimes.

DISCUSSION
Designing a dynamic application of traffic restrictions is based on connecting Pollution
Level Alarms with different scenarios. Madrid City Council provides five scenarios
depending on the alarm level and duration (Madrid City Council, 2022). Certain
restrictions are applied in these scenarios, such as speed limits and access to districts:

! ‘Scenario 1’ restricts the speed limit to 70 km/h.

! ‘Scenario 2’ restricts the speed limit to 70 km/h, and access is authorised for ‘Zero
emission’ ehicles (excluding taxis).

! ‘Scenario 3’ restricts the speed limit to 70 km/h and access is authorised for ‘Zero
emission’ ehicles (highly recommended for taxis).

! ‘Scenario 4’ restricts the speed limit to 70 km/h and access is authorised for ‘Zero
emission’ ehicles (recommended for taxis).

! ‘Scenario Alert’ restricts the speed limit to 70 km/h and access is authorised for ‘Zero
emission’ (including taxis).

As shown in Table 7, the alarm level and duration establish the requirements needed in
order to activate any of the pollution protocol scenarios.

As illustrated in Fig. 18, neither the quarterly forecast data (Year 2023) nor the data in
2022 exceeded pollution alarm thresholds. In order to validate our approach, we carried
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Figure 19 Ontology inference NO2 level in the Madrid Central district. Full-size DOI: 10.7717/peerj-cs.1534/fig-19
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out the same methodology in case the contamination protocols were expanded to other
districts. For this, we used the Salamanca district as the basis for our validation. We
compared this district with Madrid Central to analyse the possible differences in results at
the same datetime.

As seen in Fig. 20, the datetime ‘2022-02-21 22:00:00’ exceeded ‘Early Warning’ level,
and the datetime ‘2022-09-09 11:00:00’ a ‘Warning’ level. Other datetimes remained at the
‘Inactive’ level. The dates ‘2022-02-21’ and ‘2022-09-09’ would activate ‘Scenario 2’ of the
Pollution Protocol. We then inferred this data to verify this scenario. We applied our
validation with the datetime ‘2022-02-21 22:00:00’ because it refers the first quarter.

As evidenced in Fig. 21, ‘Station 35’ (Madrid Central district) triggers an ‘Inactive’ level,
while ‘Station 8’ (Salamanca district) triggers an ‘Early Warning’ level. We see how the
output of the inference is displayed both in the Neo4J dashboard and within a Kafka topic.

Scenario 2 applies some restrictions related to speed limits and access to districts. The
speed cannot exceed 70 km/h at district access points during the activation of this protocol

Table 7 Pollution protocol scenarios.

Scenario Level (duration) Restrictions

1 Early warning (1 day) Speed

2 Early warning (2 days)/ Restricted access and

warning (1 day) speed

3 Early warning (3 days)/ Restricted access and

warning (2 days) speed

4 Warning (4 days) Moderate restricted

access and speed

Alert Alert (1 day) Full restricted

access and speed

Figure 20 NO2 level with pollution protocol levels in the Salamanca district. Full-size DOI: 10.7717/peerj-cs.1534/fig-20
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Figure 21 Ontology inference NO2 level in the Madrid Central and Salamanca districts. Full-size DOI: 10.7717/peerj-cs.1534/fig-21
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Figure 22 Flowchart for the research validity check. Full-size DOI: 10.7717/peerj-cs.1534/fig-22
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scenario. Moreover, driving without an environmental ‘Zero emissions’ label is prohibited.
These restrictions are applied the day after the activation of the scenario.

It is consequently possible to confirm that our contamination protocol ontology works
correctly as regards triggering a pollution level alarm. On the one hand, it has been able to
transfer the pollution predictions to the first quarter of 2023, and on the other hand, it has
allowed us to see how it would work with several stations at the same datetime.

As a final part of the discussion, we wanted to explain the validity of our approach
through a flowchart (Fig. 22). Flowcharts serve as a pictorial means of communicating
from one person to another the temporal order of events or actions through American
National Standard Institute (ANSI) (Chapin, 2003).

Based on these standards, our validation process begins with the definition of the
research question: Predict traffic restrictions. For this, we established Central Madrid as
the validation scenario. On the one hand, we investigated if there is any public that limits
the restrictions in this district: the protocol of political contamination. This protocol
determines a series of scenarios based on thresholds based on air quality pollution levels.
At this point we considered the need to generate a system that could launch alarms when
the contamination levels established in the protocol were exceeded. This led us to create an
ontology based on the contamination protocol and store it in a graph database (NEO4J) as
the basis of the approach. On the other hand, in order to validate this approach, we needed
to have historical data in order to work: Madrid City Open Data. We focused on generating
a first dataset to merge the levels of traffic, weather, air quality and local calendar as a basis
for our study. We then filtered by stations that were within the Madrid Central district
boundaries to create a dataset. On this dataset, we defined the objective of working on
predictions, but using historical data as part of the validation test. In order to make the
predictions, we analysed the time series algorithms that could give the best results to select
the one with the best metrics. At this point, we needed to join the ontology stored in our
graph database (NEO4J) with the output data of the predictions and we established a
streaming data management tool (Kafka). This tool had a connector with the database to
launch queries that returned the alarm levels of the stations based on those predictions:
Inactive, Early Warning, Warning and Alert.

CONCLUSION
This work shows the impact of traffic on pollution levels. We used real data in order to
estimate and predict future pollution level values. Moreover, we integrated the Madrid City
Council pollution protocol scenarios into our ontology in order to automatically trigger
alarms based on pollution threshold levels. This system provides advantages by which to
include local pollution policies based on traffic predictions. This has been accomplished by
proposing a framework with an additional layer of events that takes into account the
variability of the specific prediction case for air pollution forecasting with local policies.
Our approach employs this framework in order to overcome certain limitations indicated
in literature. Authors stated the need for dynamic systems with which to manage real time
traffic status based on pollution protocols (Rodriguez Rey et al., 2021). The approach
presented in this work, therefore, triggers events/alarms on the basis of Madrid city
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council’s pollution protocol. Moreover, we included local calendar holidays or traffic
occupancy, which have not been considered in previous research (Borge et al., 2018). We
showed the effect of holidays and weekdays on traffic and pollution levels. We also justified
the use of deep learning techniques in forecasting systems (Pappalardo et al., 1998), in
addition to validating our ontology and the entire framework. This framework, therefore,
has the potential to be dynamic and to adapt to what is happening in real time scenarios.
This might be useful as regards extending traffic restriction policies and testing the effects
in different pollution scenarios in the city, thus enabling local governments to comply with
EU air quality standards in order to improve the quality of citizens’ lives.

Limitations
This work is focused on the ‘Madrid Central’ district, which has more restrictions than any
other place in the city of Madrid. Nevertheless, this district has fewer air quality stations
than other districts. We have, therefore, prioritised restrictions rather than a larger amount
of data.

Future work
In future work, we plan to extend our experiments to more protocols in order to
understand the importance of developing ontologies. Furthermore, we intend to collect
data for different districts and compare them.
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